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Abstract: 

A literature review was conducted as part of a larger research project to assess soil 
treatment unit (STU) performance in treating important wastewater constituents. Data were 
compiled from published field and laboratory studies relevant to fate and transport in soil of 
nitrogen (N), phosphorus (P), microbial pollutants, and emerging organic wastewater 
contaminants (OWC). The literature review also identified current best practices for using 
models and other tools to predict STU performance. The review demonstrates the variability of 
data collected at different field sites, and suggests that simple binary relationships (e.g., the ratio 
of a contaminant in soil to that in effluent, C/Co, versus depth for various soil types) cannot 
accurately predict the attenuation of wastewater constituents in soil. In addition, many of the 
parameters that effect contaminant fate and transport in soils are not measured in available field 
studies. Most models for N and P fate and transport have been developed for agricultural 
applications, rather than for soil treatment of wastewater. However, the CW2D model contains 
many of the transformation processes relevant to STU performance and it may be possible to 
adapt the model for that use. Attempts to model microbial transport in soils have been hampered 
by the current incomplete understanding of the role of soil chemical and physical properties in 
transport and attenuation. Differences among the OWC, both in transport and treatment 
processes, suggest that no single model or modeling approach will be appropriate for all 
chemicals in this group. 

 

Benefits: 

♦ Compiles and evaluates over 200 data points from 84 experiments from the literature that 
describe N treatment and removal within STU. 

♦ Highlights soil treatment processes that should be included in predictive tools to aid 
design of effective onsite wastewater treatment systems (OWTS). 

♦ Describes factors that affect removal of various constituents in OWTS, including the 
presence of organics in soil water, soil-water saturation, and hydraulic loading rates. 

♦ Presents evidence that different factors control the fate of different types of pathogenic 
organisms found in septic tank effluent, making it a challenge to optimize removal of 
these organisms in conventional soil-based systems. 

♦ Reviews existing OWTS models and suggests priorities for development of an improved 
OWTS model. 

 
Keywords: Soil treatment unit, onsite wastewater treatment, design, model, and performance. 
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EXECUTIVE SUMMARY 
 

Wastewater management in the United States relies on a variety of centralized and 
decentralized treatment approaches, with on-site treatment of wastewater often preferred for 
areas with lower density development. While onsite wastewater treatment systems (OWTS) vary 
widely in their design and implementation, conventional OWTS rely on the soil treatment unit 
(STU) for wastewater constituent treatment, hydraulic capacity, and eventual recharge to water 
resources. Regulatory guidelines for OWTS, however, often specify hydraulic performance with 
little consideration of treatment performance. Tools are needed to ensure that OWTS are 
designed, implemented, operated and maintained such that water quality is maintained and to 
prevent harmful levels of pathogens and trace organics from entering drinking water supplies. 

The literature review described in this report is part of a larger research project to assess 
STU performance in treatming important wastewater constituents. The overall goal of the project 
is to provide a toolkit and tool-use protocol that is easy to implement and available to a wide 
range of users to assess STU performance. The review focused on conditions or factors that 
affect STU performance, and available models and other tools for predicting STU performance. 
Constituents of interest include nitrogen (N), phosphorus (P), microbial pollutants, and emerging 
organic wastewater contaminants (OWCs).  

The authors reviewed the existing literature, including field and laboratory studies and 
modeling exercises, to assess current practice in predicting the performance of soil treatment 
units (STU) as a component of onsite wastewater treatment. Over 120 sources were reviewed, 
including articles from peer-reviewed journals, conference proceedings, and project reports. Of 
the sources reviewed, 25 studies containing 84 experiments were found suitable for N analyses 
and 11 studies describing 30 experiments were suitable for P analyses. Reported values were 
compiled for 16 parameters, including dimensions and age of the STU; hydraulic loading rate 
and loading regime; soil properties such as pH, organic matter content, and sand/silt/clay ratios; 
and effluent properties such as pH, BOD, COD and suspended solids. 

The report summarizes the mechanisms that affect the fate and transport of nitrogen, 
phosphorus, and pathogenic microbes (bacteria, viruses, and protozoa) in soil. Available models 
are evaluated for their applicability to OWTS, including the degree to which they incorporate 
important transformation processes for wastewater constituents in soil. The report also examines 
the available data and models for predicting movement in soils of 5 priority organic 
contaminants that result from the use of pharmaceutical and personal care products. 

The review demonstrates the variability of data collected at different field sites, and 
suggests that simple binary relationships (e.g., the ratio of a contaminant concentration in soil to 
that in effluent, C/Co, versus depth for various soil types) cannot accurately predict the 
attenuation of wastewater constituents in soil. In addition, many of the parameters that effect 
contaminant fate and transport in soils are not measured in available field studies.  

For nitrogen, hydraulic loading rate appears to be more important than soil texture or soil 
depth within the first 30-60 cm, although both soil depth and texture remain important variables. 
Given the variability of field data, multivariate statistical or empirical relationships likely will be 
needed to predict the performance of STU. However, in the frequent absence of field data, 
mathematical models are needed that incorporate relevant design variables and operating 
conditions.    
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Unlike nitrogen, which usually undergoes an irreversible process of mineralization-
nitrification-denitrification in the STU, P participates in processes that can be reversible. 
Adsorption and precipitation of P are pH-dependent, with equilibrium affected by concentrations 
of P and other ions and the flow rate of wastewater in the STU. Most of the P-soil data are 
collected under equilibrium conditions, and do not investigate important kinetic behavior of 
phosphate compounds in soil. The few studies that examined P behavior in long-running STUs 
found that P plumes can form in groundwater under these systems because P is not retained in 
the soil treatment zone. Current data are not sufficient to determine P retention as a function of 
soil type. Greater understanding of P attenuation processes will be needed to improve modeling 
efforts. 

Pathogen removal mechanisms vary because of the different physicochemical properties 
of the three groups: viruses, bacteria, and protozoa. Removal or inactivation of viruses occurs 
mainly by adsorption rather than mechanical filtration, due to their extremely small size. Thus, 
soil texture and depth are much less important for virus removal than soil pH and saturation. In 
contrast, removal of bacteria and protozoa appear to be most influenced by soil texture and 
depth. Optimizing removal of microbes in STU is challenging because of the different factors 
controlling the fate of the different types of microbes and because changes in these design 
parameters may alter the retention of nutrients such as N and P. 

Organic wastewater contaminants, including those from pharmaceuticals and personal 
care products, are found in many wastewater streams but their fate and transport in soil 
environments has been little studied. Although it is known that organic molecules partition to 
organic carbon in the soil, field studies are needed to determine whether sorption is linear or 
nonlinear, an equilibrium or kinetic process, and whether or not the sorption is reversible. 
Bacterial degradation also can remove organic contaminants within an STU, but more research is 
needed to determine the importance of aerobic vs. anaerobic conditions for degradation, and the 
toxicity of degradation daughter products. 

From the available studies for the 5 selected OWC—triclosan, 4-nonylphenol, 1,4-
dichlorobenzene, 17β-estradiol, and diclofenac—the most effective STU design appears to be a 
shallow trench, which maximizes the soil surface area (and biomat formation) and enhances 
volatilization of OWC to air.  

Few models have been developed to predict movement and treatment processes for N, P, 
or microbes in OWTS. However, the CW2D model, a module of the well-known HYDRUS 
model designed to simulate nitrogen treatment in a sand filter, contains most of the processes 
relevant to STU performance. CW2D includes a comprehensive treatment of microbial growth; 
the impact of oxygen mass transfer on nitrogen transformation; and variable rates of 
denitrification due to changes in dissolved oxygen concentrations, dissolved organic matter, and 
microbial growth. The review of existing models demonstrates that simulation of microbial 
characteristics in OWTS is largely uncharted territory.  

Several studies have been conducted to model OWC fate and transport; however, it is 
unlikely that a single model or modeling approach will be appropriate for all OWCs because they 
form a broad class of compounds that undergo different transport and treatment processes.  
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CHAPTER 1.0 
 

INTRODUCTION 
 
1.1 Background and Motivation 

Throughout the U.S., wastewater management incorporates a variety of centralized and 
decentralized approaches for protection of the public health and environment. Nearly 21% of the 
U.S. population is served by decentralized wastewater systems, with a substantial portion of all 
new development being supported by these systems (Lowe et al., 2007). As part of the overall 
wastewater management plan, proper onsite wastewater treatment system (OWTS) selection, 
design, installation, operation, and management are essential to ensure protection of the water 
quality and the public served by that water source.  

While OWTS vary widely in their design and implementation, conventional OWTS rely 
on septic tanks for retention and digestion of gross solids in raw wastewater followed by 
discharge of wastewater effluent to the soil treatment unit (STU) for eventual recharge to 
underlying groundwater (Crites and Tchobanoglous, 1998; Metcalf and Eddy, 2003; Siegrist et 
al., 2001;  U.S. EPA, 1997, 2002a). Figure 1-1 illustrates the processes that occur in OWTS. 
Engineered treatment units (e.g., sand filters, textile media filters) may be implemented where 
site conditions are not suitable for conventional systems or in sensitive areas such as those with 
nitrogen (N) loading concerns to produce a higher quality effluent delivered to the STU.  

 
Figure 1-1. Schematic of a Conventional OWTS with STU. 

 

In conventional systems, where local conditions permit, septic tank effluent (STE) (or 
higher quality effluent if additional treatment is employed) that may still contain high 
concentrations of pollutants, is further treated by discharging the effluent to the STU. A STU 
may be comprised of a series of subsurface trenches or beds for infiltration and percolation 
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through an underlying unsaturated zone (vadose zone) with recharge to groundwater. An 
unsaturated flow regime may result in longer travel times and more extensive contact between 
percolating effluent and the soil. (In an unsaturated system, water is retained first in the finer 
pore spaces adjacent to soil grains and not in large pores.) In locations requiring additional soil 
depth (e.g., areas with only a thin layer of soil or a high water table), effluent may be discharged 
to an above-grade artificial mound. Unsaturated flow can be achieved within the STU by 
constraining design hydraulic loading rates (HLRs) to a fraction of the soil’s saturated hydraulic 
conductivity. Effluent delivery to the STU can be achieved by gravity flow or dosed. At the soil 
infiltration surface, a biozone (also called a clogging zone and typically includes a biomat) can 
evolve and yield more uniform infiltration (both spatially and temporally) and enhance 
unsaturated flow (Siegrist and Boyle, 1987). This biozone, due to accumulation of microbial 
biomass and organic matter (OM), can enhance purification through sorption, biotransformation 
and die-off/inactivation processes. 

Traditionally, OWTS design and regulation have been based primarily on ensuring that 
wastewater can be successfully infiltrated into the soil, preventing backup of the effluent to the 
soil surface or into the associated dwelling or business. However, this approach does not 
consider potential nutrient or pollutant mass loading to a receiving environment (soil, 
groundwater, surface water) in specific areas (single lot, subdivision, watershed). For example, 
in areas of growth, decisions are often made related to lower density suburban development 
served by OWTS compared to higher density urbanized development served by centralized 
treatment plants. In the past, prescriptive design and siting requirements were often based on the 
presumption that the system would perform to meet target goals. However, due to budget and 
staffing limitations, field systems are rarely monitored to verify that the STU is performing as 
expected with respect to treatment of wastewater constituents. Problems are typically highlighted 
only after a gross failure is observed (e.g., surfacing of effluent, detection of bacteria or nutrients 
in nearby drinking water wells or surface waters). Recently, decentralized cluster/ community 
systems have been recognized to offer higher density development options combined with the 
desired benefits of greenspace preservation, sustainable water resources, and lower infrastructure 
costs while maintaining high performance standards. In both low and high density development 
scenarios, OWTS performance should be specified in terms of achievable and measurable 
objectives.  

A good understanding of the expected STU performance is critical to performance-based 
design of an OWTS. Properly designed and operating STUs are an important, affordable, and 
sustainable part of the wastewater infrastructure that must achieve the following: 

♦ hydraulically accept the effluent applied to the soil; 

♦ treat the applied effluent sufficiently to protect water quality and public health; 

♦ provide a long service life with low operation and maintenance (O&M); and 

♦ recover and reuse the water resource within the local watershed.  
Understanding the treatment performance of soil in the STU for various OWTS system 

designs, and developing predictive tools to aid designers and decision makers, are critical for: 

♦ assessing water quality impacts at the single site-scale and the watershed-scale; 

♦ making informed management decisions to ensure protection of public health and the 
environment;  
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♦ achieving desired levels of treatment prior to recharge of the environment; and 

♦ designing effective OWTS based on an understanding of STU processes. 
The work presented here is part of a larger research project to assess STU performance 

with respect to treatment of important wastewater constituents:  nitrogen (N), phosphorus (P), 
microbial pollutants (virus, bacteria, protozoa), and emerging organic wastewater contaminants 
(OWCs). The expected outcome is a toolkit and tool-use protocol that is easy to implement and 
available to a wide range of users. In some cases, more sophisticated tools (e.g., complex 
mathematical models) may be warranted depending on the relative complexity of the problem 
and the relative risk associated with a poorly designed STU. The tool-kit and protocol will focus 
on tools that are appropriate for practitioners, regulators, and planners engaged in STU design, 
but will also guide users toward more sophisticated modeling tools when necessary. All tools 
will be developed using rigorous experimental data and quantitative models verified with field 
data from operating systems.  

 

1.2 Project Objectives 
This report summarizes the available literature on best practices and available tools for 

STU design and performance evaluation for important wastewater constituents under a relevant 
range of OWTS operating conditions. The information and findings from this literature review 
will guide the next phase of the project, to develop STU design and performance monitoring 
tools for system designers and decision makers.  

 

1.3 Project Approach 
Available information on STU treatment performance was obtained from peer-reviewed 

journal publications, peer-reviewed conference proceedings (e.g., American Society of 
Agricultural Engineers [ASAE] now referred to as the American Society of Agricultural and 
Biological Engineers), and less widely distributed publications and project reports. Unpublished 
data were considered if provided by interested parties (e.g., the Florida Department of Health). 
The data were compiled and analyzed to determine key conditions affecting STU performance. 
The literature review also focused on current practices for using models and other available tools 
to predict expected STU performance.  

Based on the information and insights from the literature review, field data from the three 
research sites (Colorado School of Mines [CSM], University of Rhode Island [URI], and 
University of Georgia [UGA]) will be utilized as needed to fill data gaps and/or develop the 
design tools to assess STU performance. The field monitoring framework and tool development 
will build from the base of existing knowledge presented here to evaluate the variations in STU 
performance under a range of design and soil conditions. The completion of this subsequent 
phase of the research project should provide new information on the performance of a given STU 
under various site conditions to remove key constituents from wastewaters with varying 
characteristics. 
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1.4 Report Organization 
This report is organized into four chapters. The first chapter provides an introduction and 

purpose for the literature review. Chapter 2.0 describes STU performance based on data and 
information from the literature. The available modeling tools for constituent modeling within 
OWTS are presented in Chapter 3.0. Chapter 4.0 summarizes the analysis of the information 
reported in the literature and provides conclusions and recommendations for future monitoring. 
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CHAPTER 2.0 
 

LITERATURE REVIEW OF 
SOIL TREATMENT UNIT PERFORMANCE 

 
2.1 Introduction 

Throughout the U.S., wastewater management incorporates a variety of centralized and 
decentralized approaches for protection of the public health and environment. Nearly 21% of the 
U.S. population is served by decentralized wastewater systems, with a substantial portion of all 
new development being supported by these systems (Lowe et al., 2007). Traditionally, OWTS 
design and regulation have been based on local practices, past experience, and soil percolation 
tests, despite known shortcomings. Design and siting requirements often presume that the system 
is performing to meet target goals. These regulations are often based on hydraulic performance 
with little or no rigorous consideration of treatment. In addition, research findings from 
geographic regions outside the local area or conducted in controlled laboratory environments are 
often discounted due to different environmental conditions or because general applicability of the 
findings is not readily understood or demonstrated.  

While OWTS are typically robust treatment systems, problems can occur and have 
occurred due to site limitations and improper design. For example, there have been incidences of 
disease outbreaks by contaminated drinking water due to the source-water contamination (Craun, 
1985; U.S. EPA, 2000). Some investigators have claimed that septic systems are the most 
frequently reported cause of groundwater contamination associated with disease in the U.S. 
(Powelson and Gerba, 1994). In addition, increasing attention has been focused in the past 
decade on the potential adverse effects to the environment and public health from the production, 
use and disposal of numerous synthetic and natural chemicals used in industry, agriculture, 
medical treatment, and common household conveniences (Daughton and Ternes, 1999), many of 
which are organic chemicals. Understanding the treatment performance of soil, its interaction 
with various OWTS system designs, and developing predictive tools to aid designers and 
decision makers, are critical for: 

♦ assessing water quality impacts at the single site-scale and the watershed-scale;  

♦ making informed management decisions to ensure protection of public health and the 
environment;  

♦ achieving desired levels of treatment prior to recharge of the environment; and 

♦ designing effective OWTS based on an understanding of STU processes. 
 

This chapter will present the current state of knowledge on STU performance based on 
review and assimilation of reported data. The literature review focuses on nutrients (N and P), 
microorganisms, and OWCs from residential and commercial sources. Operational conditions 
and STU characteristics including HLR, soil type, effluent quality, study type (e.g., laboratory 
vs. field), existence and type of advanced treatment unit, and single versus clustered systems 
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were captured to the extent that the data were available. Less information was available on 
microorganisms of interest, OWCs, and P compared to N. Microorganisms of interest included 
bacteria (fecal coliform, E.coli), viruses (indigenous coliphage), and protoza, although very very 
few data are available on protozoa. OWCs of interest include pharmaceutically active 
compounds, personal care products, and household chemicals. The findings from the literature 
review are presented by constituent, followed by discussions of  experimental design and other 
factors that can affect the assessment of STU performance and the quality of the data. 

 

2.2 Methods 
To ensure results from the literature review were sound, available information was 

obtained from peer-reviewed journal publications, peer-reviewed conference proceedings (e.g., 
American Society of Agricultural Engineers [ASAE] now referred to as The American Society 
of Agricultural and Biological Engineers [ASABE]), and less widely distributed publications and 
project reports. Yet to be published data obtained from the project team were included where 
appropriate, but no attempts were made to collect unpublished data from individual researchers. 
The data were compiled and analyzed using various data-analysis techniques to help determine 
key conditions potentially affecting STU performance. Because the literature contains 
information reported in an array of formats for a wide range of conditions, the data were 
evalauted by individual constituent (e.g., N, P, microorganisms, and OWCs). A brief discussion 
of the methods used for data collection and handling is presented for each constituent in the 
following chapters. A similar concurrent literature review was conducted to assess the current 
best practices using models and other available tools to predict expected STU performance 
(presented in Chapter 3.0). 

 

2.3 Nitrogen Treatment in Soil Treatment Units 
2.3.1 Background 

The main N species of concern in groundwater is nitrate (NO3
-). Nitrate in drinking water 

has been associated with methemoglobinemia, which affects the ability of red blood cells to bind 
to oxygen (Shuval and Gruener, 1972). Infants are at greater risk when drinking NO3

--rich water, 
hence the common name given to methemoglobinemia: the “Blue Baby Syndrome”. In addition, 
NO3

- concentrations above 4 mg N/L have been linked to Non-Hodgkin’s Lymphoma (Ward et 
al., 1996). The United States Environmental Protection Agency (U.S. EPA, 1999) and the World 
Health Organization (WHO, 2006) have set a limit of 10 mg N/L in drinking water. Nitrate is 
also an important and limited nutrient in oceanic environments (Ryther and Dunstan, 1971). 
Discharge of NO3

--rich groundwater to surface waters or the sea can lead to eutrophication – 
algal blooming – and deterioration of water quality (Brandes et al., 1974; Weiskel and Howes, 
1992). 

In the septic tank, organic N can be mineralized (or transformed) by microbes to 
ammonium (NH4

+) (Figure 2-1). Ammonium can sorb to the soil or be utilized as an electron 
donor by nitrifying bacteria via the process of nitrification, when the STE is released to an 
aerobic environment. At the end of the nitrification process the NH4

+ is converted to NO3
-, with 

nitrite (NO2
-) as a short-lived intermediate. Nitrate is a typically conservative anion which is 

readily leachable to groundwater (except at very low pH values where cation exchange of anions 
is possible). The NO3

- in the soil pore water can be used as an electron acceptor in bacterial 

http://en.wikipedia.org/wiki/Methemoglobinemia�
http://en.wikipedia.org/wiki/Methemoglobinemia�
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respiratory processes, and be converted to dinitrogen gas (N2) or nitrous oxide gas (N2O), thus 
resulting in net N loss from the system. This process, called denitrification, is dependent on 
several factors, such as saturation of the soil, availability of carbon source and suitable pH. 

 
Figure 2-1. Main N Transformations in Septic Tanks and STUs (transformations are generalized, and may not be 
complete in field systems). 

 

2.3.1.1 Nitrogen Transformations 
Nitrogen as an element can be found in nature in a wide range of valence states, from the 

oxidized N+5 to the reduced N-3. This enables the participation of nitrogen in a variety of 
compounds, organic and inorganic, and its utilization by microbes in several processes, both as 
an electron donor and acceptor. The main nitrogen processes include:  

♦ Ammonification (or “mineralization”) is the breaking down of organic nitrogen compounds, 
such as amino acids, to ammonia or ammonium with no valence change. 

♦ Nitrification is the oxidation of inorganic nitrogenous compounds such as ammonium or 
ammonia. Nitrification is considered a two-stage process, each stage governed by a different 
group of bacterium. Nitrosomonas convert ammonium to nitrite, a short-lived intermediate 
nitrogen species, which in turn is converted to nitrate by nitrobacter. Both processes require 
oxygen as the electron acceptor. Ammonium or nitrite is the electron donor. Inorganic carbon 
is used by the microbes to build body mass. 

♦ Denitrification is the reduction of oxidized nitrogenous compounds such as nitrate or nitrite 
to a gaseous phase. The denitrification chain is expressed as: NO3

- NO2
-NON2ON2, 

although N2 is not necessarily the end-product in all denitrification processes. The oxygen 
atom released in each stage is used to form CO2. Nitrate is the electron acceptor, and organic 
carbon is the electron donor. Thus, sufficient organic carbon is required for this process. 
Denitrification is the primary mechanism for treatment of N in OWTS, so it is discussed in 
greater detail below.  

♦ Nitrogen fixation is the result of some microorganisms that are capable of turning the 
usually-inert gaseous N2 into ammonium or simple amino acids. 

♦ Anammox, which stands for anoxic ammonia oxidation, is a process that was discovered in 
the mid-90s, and includes the oxidation of ammonium in an anaerobic environment, while 
using nitrate and nitrite as electron acceptors.  
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Of specific interest to STUs is nitrogen loss through denitrification. The denitrification 
process is carried out by heterotrophic bacteria. There are several requirements for the 
denitrification process to occur: 

♦ Oxygen depletion is required because some denitrifiers are facultative (obligatory) 
anaerobes, and require an anoxic environment. Such an environment can be achieved when 
common heterotrophic bacteria, or nitrifying bacteria, consume the dissolved oxygen from 
the pore water, and the oxygen diffusion back into the water is limited. Oxygen diffusion to 
and dissolution into the pore water can be influenced by soil texture and water content. The 
process requires diffusion of gaseous oxygen through the soil air porosity, partitioning across 
the air-water interface, then diffusion in the aqueous phase to microbes. When the rate of 
diffusion to the water phase, and subsequent aqueous diffusion, is slower than the rate of 
consumption for aerobic bacteria, anaerobic conditions are acheived, and denitrification can 
occur. Higher water contents greatly reduce the rate of gaseous oxygen diffusion in the soil 
pore water, and also limit the air-water partitioning because there is less water-air interface to 
allow transfer of oxygen from the air into the water. Conditions beneficial to denitrification 
occur when the soil pores are at least 60% saturated, or when the soil air contains no more 
than 10% oxygen (these two factors are often related) (Brady and Weil, 2002). However, 
denitrification is believed to occur also in well-aerated soils, in anaerobic microsites (see 
McCray et al., 2005). 

♦ Carbon source is necessary. When conditions are anoxic, nitrate is used as a final electron 
acceptor in the respiration process, instead of oxygen. In the denitrification process, organic 
matter is oxidized and carbon dioxide is released, much like in an oxygenic respiration 
process. Substantial denitrification may occur in “carbon hot-spots” in the soil, where 
decomposing roots or fauna act as carbon source (Parry et al., 2000). In OWTS, wastewater 
is the primary organic carbon source.  

♦ pH for optimum denitrification is 7-8 (Martin and Focht, 1977). 

♦ Temperature for optimum denitrification is 25-35oC, but the process will occur between 
2 and 50oC (Brady and Weil, 2002). 
 

2.3.1.2 Environmental Nitrogen and Plant Uptake 
Nitrogen in the gaseous form of N2 is the most abundant gas in the atmosphere, and 

comprises about 78% of all gases. In this form, nitrogen is inert and is not utilized by most living 
organisms, apart for specific groups of microorganisms that are able to fixate the inert gas and 
produce organic nitrogen compounds (although the chemical properties of N2 make its utilization 
less common). Nitrous oxides, which may be produced in the process of denitrification, are 
highly reactive gases, which may contribute in a variety of ways to environmental pollution such 
as components of acid rain, green-house gases, or ozone destruction (Brady and Weil, 2002). 
Nitrogen losses to the atmosphere in the form of ammonia can be appreciable in certain 
applications. For example, algae in surface waters extract CO2 from the water in the process of 
photosynthesis which drives up the pH of their aqueous environment. Under these conditions, 
ammonium ions in solution are naturally converted to ammonia, which volatilizes to the open air. 
STE is a minor source of ammonia volatilization, primarily due to subsurface discharge. 

Nitrogen is important to all living forms since it is an essential component of amino 
acids, which are the building blocks of proteins. In plants, nitrogen is crucial for the assemblage 
of chlorophyll. A nitrogen-rich soil stimulates root growth and plant productivity, and the uptake 
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of other nutrients. Overall, a healthy plant foliage can contain between 2.5% and 4% nitrogen 
(Brady and Weil, 2002). Plants might be useful for taking up nutrients from STUs, especially 
when the release of wastewater is shallow, such as in subsurface drip irrigation systems (SDIS). 
However, roots of vegetation also can clog and damage the STU (U.S. EPA, 2002b), disrupt 
biozones that form on the infiltrative surface, and cause preferential flow paths (e.g., rootholes) 
that short-circuit soil treatment 

       Potential sources of environmental nitrogen in soils are:  

♦ Atmospheric deposition of nitrogen where nitrous oxides are released to the atmosphere 
through denitrification and fossil fuel combustion. These oxides are converted into nitric acid 
when dissolved in water during rainfall (Brady and Weil, 2002). 

♦ Nitrogen fixation where conversion of dinitrogen gas to organic matter is completed by 
specialized soil bacteria (Lodwig et al., 2003). 

♦ Wastewater application to STU through OWTS. 

♦ Fertilization where artificial nitrogen fertilizers are applied to agricultural soils. Fertilizer 
made from this ammonia is estimated to be responsible for sustaining roughly 40% of the 
world’s population and is the source for 40-60% of the nitrogen in the human body (Fryzuk, 
2004). 

♦ Geological sources where nitrogen is buried in rocks and released to the environment through 
erosion and volcanic activities. Although dinitrogen gas comprises 78% of the atmospheric 
gases, the atmospheric reservoir is only 2% of the nitrogen that exists on earth with the rest in 
geological sources (Brady and Weil, 2002). 

♦ Feedlots where animal wastes release N to the soil surface. 
 

2.3.1.3 Nitrogen Transport and Transformation Processes 
Nitrogen transport occurs primarily via advective movement with the downward-flowing 

soil water. Other processes that influence the physical transport include dispersion and dilution in 
the subsurface. Transformations and reactions that occur along the flowpath are the primary 
means for “treatment”. Thus, to understand the conditions that allow or interfere with nitrogen 
leaching from soils to groundwater, the affinity of the soil components to attract or repulse 
nitrogen ionic species must be understood.  

Under neutral pH, most soil particles exhibit a negative net charge on the surfaces 
(Sposito, 1989) which allows the attraction of soil particles to positively charged ions, such as 
hydrogen protons (H+) and ammonium. This adsorption is dependent on the charge and size of 
the ions in soil pore water, the charge of the soil particles and the available adsorption sites on 
the soil grains surface. The amount of adsorption sites depends on the grain size (generally, the 
smaller the soil particle, the more adsorption sites present) and the grain mineralogy. When the 
pH of the soil is reduced, hydrogen protons, which are positively charged, are attracted to the 
negatively charge surfaces of soil particles and reduce the ability of soil to adsorb more 
positively charged ions. On the other hand, at low pH, the soil-water interface is saturated with 
hydrogen protons, causing the soil to have a greater affinity to attract negatively charged ions.  

Ammonium, a positively charged ion, has a good potential to adsorb to typically negative 
soil particles, and thus ammonium is less likely to leach into groundwater. Because of its small 
size, ammonium can become entrapped within cavities in the crystal structure of certain clays 
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(Brady and Weil, 2002). Soils with high amounts of clay minerals with a 2:1 alumina-silicate 
layering structure have a high capability of preventing ammonium mobilization in soil solution, 
as well as soils rich in humus (organic matter). In highly weathered (tropical) soils ammonium 
sorption is minor because 2:1 clay is usually not present. While adsorbed, the ammonium ions 
are held in exchangeable form, available for plant uptake (though slowly released), and partially 
protected from leaching. Apart from sorption, ammonium in the soil can undergo nitrification, 
assimilation by microbes for biomass building, or uptake by plant roots.  

In contrast to ammonium, nitrate is highly mobile in soils under neutral pH due to its 
negative charge. Near-neutral pH is typical below OWTS because the pH of STE is near neutral, 
and STE also has a relatively high alkalinity to buffer the pH in soils. The nitrate ions are 
repulsed by most particle surfaces, which makes the nitrate leaching potential high. When nitrate 
reaches groundwater, concentrations are reduced primarily due to dilution, although 
denitrification in aquifers has been documented when regions of reducing geochemical 
conditions exist. In some hydrological systems, mostly in temperate regions with plenty of 
rainfall, groundwater is discharged to streams or lakes. The anoxic conditions that prevail in 
riparian zones and in river or lake sediments have a high denitrification potential (e.g., Mengis et 
al., 1999), along with plant uptake. 

2.3.2 Data Collection and Handling Methods 
Over 120 sources in the literature were reviewed (peer-reviewed journal articles, 

conference proceeding, project reports). In addition to the references cited in this report, a 
bibliography of additional works that were reviewed is presented in Appendix B. Of those 
sources, 93 references discussed nitrification or denitrification processes in soils. The main 
criterion for using a source in subsequent data analysis was the presence of reported values of N 
species concentrations vs. depth in STU. Of the literature sources reviewed, 25 sources 
containing 84 experiments were found suitable for data analyses. No attempt was made to 
solicite unpublished raw data beyond the project team, although raw data provided by interested 
sources (e.g., the Florida Department of Health) were evaluated. 

Other parameters of interest that were compiled from the literature included: location of 
the experiment, field or laboratory classification, soil type, wastewater characteristics, 
wastewater source (e.g., single-residential home, office), and HLR. Engineered pretreatment 
units and cluster systems were also considered in this analysis, but data from these categories 
were sparse in the sources reviewed (two sources for engineered pretreatment units and none for 
cluster systems related to soil/vadose zone treatment treatment). A list of parameters extracted 
from the experiments, when available, is presented in Table 2-1. Table 2-2 summarizes in more 
detail the number of experiments reported in the literature that contained information for each of 
several properties or factors of interest for evaluating N removal in STUs. Each one of these 
parameters, and sometimes the combination of several of them, might represent the dominant 
effect on N attenuation in the soil. However, all parameters were not reported in each of the 
reviewed sources. To enable analysis of the current understanding of STU performance, the 
decision to include or exclude a source was based on reporting of the following information in 
the source: 

♦ N vs. depth measurements; 

♦ soil type (or the ability to infer soil type based on the experiment’s location); and 

♦ vadose zone properties. 
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Within these three criteria, various species of N were reported, some sources failed to 
specify soil type, and often little information was reported on vadose zone properties. Parameters 
such as wastewater source, loading regime, etc. were considered as “added value” to enable 
additional data assessment, but not as criteria for elimination of a source or experiment. Some of 
these parameters, if missing, were estimated when possible as described below.  
 

Table 2-1. Experiment Parameters Considered in this Work. 

General parameters Soil properties Effluent properties 
Season in which the experiment took place pH pH 
STU age Sand / silt / clay ratios Alkalinity 
STU dimensions Mineral content BOD 
HLR OM content COD 
Loading regime (continuous, dosing)  TSS 
Depth to groundwater  TOC 

 

Based on the data obtained from the literature, statistical evaluations were planned to 
identify general trends and establish relationships. Tools envisioned included graphical tools 
such as summary tables and cumulative frequency distribution graphs and mathematical tools 
such as univariate correlations (e.g., N removal by soil type).  

The sparsely populated categories in Table 2-2 show the difficulty of establishing simple 
or significant statistical relationships between some of the factors that might influence N 
attenuation and the observed concentrations with depth. For example, it would be very 
interesting to examine the effect of BOD on nitrogen removal. However, only 42 experiments 
(the ones that reported BOD in Table 2-2) could be used in the analysis. If a statistically 
significant result was observed from these 42 experiments and the effect of effluent HLR was 
also considered, the number of experiments would be further reduced to between 2 and 30 
assuming that all of the experiments that reported BOD also reported HLR. To overcome the 
limitations of small data sets with multiple parameters, multivariate statistical methods (e.g., 
two-way analysis of variance (ANOVA), analysis of covariance, principal component analysis) 
are required.  

In summary, while many parameters were identified during this review, reported studies 
often lacked sufficient detail on important parameters, perhaps because engineering aspects of 
OWTS often are proprietary. Therefore the statistical efforts reported herein focused on the 
parameters that are widely reported, such as HLR, soil texture, initial N concentration, and 
effluent loading regime (continuous vs. dosing). 

Information was extracted from the relevant sources to a multi-sheet Excel file (Microsoft 
2006), for later statistical analysis. All references were maintained using the EndnoteX software 
(Thomson Corporation 1988-2006). Statistical analyses were conducted using the Minitab 
software (Minitab Inc). Conversion of some of the data reported in the literature was sometimes 
required to enable comparison among the many different data sets. In addition, various species of 
N were often reported which required assumptions to estimate total N concentrations for 
comparison across studies. The following chapters describe each parameter in more detail and 
how it was handled for use in this report. 
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Table 2-2. Number of Literature Sources Reporting Specific Experimental Properties by Soil Type.  

  Clay Loam, 
Silty Loam, 

Silt, and  
Sandy Clay 

Loam, 
Sandy Clay 
Loam, and 

Sandy Loam 

Clay, 
Silty Clay, and 

Silty Clay 
Loam 

Sand, and 
Loamy Sand Organic 

Soil 
Properties 

Soil Type 3 16 5 55 5 
Organic C - 7 2 14 4 
Soil pH - 8 2 18 4 
% Sand/Silt/Clay - 8 2 19 - 
Minerology - - 2 8 2 
Slope - 3 - 7 - 

Effluent 
Properties 

pH 2 9 2 12 4 
Alkalinity 2 2 - 12 - 
COD 2 5 - 23 4 
BOD5 3 9 2 26 2 
TSS 2 2 - 13 2 
TOC 2 1 - 8 - 

Effluent 
Source 

Residential - Single 2 7 3 22 3 
Residential – Multi - 2 - 19 - 
Campground - - - 4 - 
School 1 - - - - 
Synthetic Effluent - - - 3 - 
Municipal Treatment - - - 2 2 
Office - - - 4 - 
Dairy Shed - 6 2 - - 

Operational 
Properties 

STU Dimensions (Field) 2 5 - 25 2 
STU Dimensions (Lab) 1 8 2 18 2 
HLR (Field) 2 8 3 30 3 
HLR (Lab) 1 8 2 20 2 
System Age  2 6 3 21 1 
Use of Pretreatment Unit - 1 - 1 - 
Use of Recirculating 
Gravel Filter - - - 1 - 

Continuous Effluent 
Delivery - 2 2 17 1 

Dosed Effluent Delivery 2 4 1 20 2 

Soil 
Saturation 

Seasonally Saturated - 3 2 8 1 
Seldom Saturated - 1 - - 1 
Constantly Saturated  
(> 10 months/year) - - 1 3 - 

Depth to GW 2 4 - 29 3 
Depth to GW not 
reported 1 12 5 26 2 

Experimental 
Setting 

Field 2 8 3 35 3 
Lab 1 8 2 20 2 

Region 
(Field 
Studies) 

North-East - 1 - 3 - 
South - 4 3 18 1 
West - 2 - - 2 
Mid-West 2 1 - 7 - 
Outside USA - - - 7 - 
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2.3.2.1 Nitrogen Concentrations 
To assess N treatment performance within the STU, both the concentration in the 

wastewater source (Co) and the concentration (C) in the soil water at a particular depth in the 
STU must be expressed in similar units. The performance is represented by C/C0. Nitrogen in 
wastewater appears in three main forms: organic N, NH4

+ and NO3
-. Nitrogen concentrations 

were reported different ways in different articles. Aqueous concentrations are often reported as 
one or more of the following:  total N, NO3

--N, NH4
+-N, NO3

- plus NH4
+, and total Kjeldahl N 

value (the sum of NH4
+ and organic N). Total N is the sum of NO3

-, NO2
-, NH4

+ and organic N. 
In this report, the attenuation of total N from the soil was evaluated to enable a consistent 
statistical comparison between different experiments. To estimate the total N concentration when 
not all of the components were reported, several assumptions needed to be made: 

♦ If the organic N concentration in the wastewater effluent was not reported, then total N 
concentration was estimated using the reported NH4

+-N concentration. The NH4
+-N 

concentration was divided by 0.85 to achieve a calculated total N concentration value. This 
was based on the assumption that NH4

+ constitutes about 85% of a typical STE with 
negligible NO3

- and NO2
- concentrations (Kirkland, 2001).  

♦ Some sources reported only NO3
- and NH4

+ aqueous concentrations in the soil. In cases that 
lacked any data on organic N, the total N concentration in pore water was calculated as the 
sum of the reported species. This has little error, because organic N consists of about 15% in 
the STE, and this value diminishes even further in the soil.  

♦ Nitrite-N concentrations, if reported, were combined with NO3
--N concentrations to calculate 

the NO3
- concentration. This adjustment is based on the very low values of NO2

- found in 
both STE and STU soil pore water owing to the rapid and nearly complete conversion of 
NO2

- to NO3
- in most environmental systems. 

♦ Studies conducted on N attenuation and transformation in soils have shown that most NH4
+ 

present in wastewater is oxidized quite readily, and that NO3
- is the dominant N species in 

soil pore water within few tens of cm below the STE infiltrative surface (Walker et al., 
1973b; Kristiansen, 1981; Cogger et al., 1988; Fischer, 1999). Therefore, when NO3

- 
concentration was the only N-species reported in soil pore water, it was assumed that this 
value represented the total N concentration. 

A preliminary analysis was required for the four sources that reported STU N concentration 
values as mg/kg of soil, rather than mg/L of soil pore water. A conversion from mg/kg of soil to 
mg/L of soil pore water is possible using the bulk density [kg/L] of the soil, the porosity and the 
water content (or saturation level) of the soil. However, sorbed organic N compounds and NH4

+ 
to soil particles can lead to false estimated concentrations of N species in soil pore water that are 
calculated from total soil concentrations (results in aqueous concentrations that are higher than 
true values). In other words, to calculate aqueous concentrations from total soil water 
concentrations, the soil-water partitioning coefficient (Kd) must be known, but Kd values are 
rarely reported in these studies. Kd cannot be reliably estimated because it can vary highly among 
different soils (McCray et al., 2005). In addition, the majority of the articles did not report water 
content in soils. Thus, because the federal regulatory limit of 10 mg/L of NO3

--N applies to the 
concentration in water and not in soil, it was decided not to use articles which reported only 
mg/kg soil values. Only four sources were eliminated by this condition and are not expected to 
have a significant impact on the results presented in this report. However, these data have been 
included in the Excel spreadsheet to enable future use as warranted.  
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In all of the reviewed sources, concentrations of different N species referred only to the 
concentrations of the N element, and not the N compound (e.g., reported as NH4

+-N, NO3
-- N). 

Concentrations reported as mol/L of N were converted to mg/L using the N molecular weight of 
14 g/mol. For instance, a concentration of 3140 micro-mol of N per liter is equal to 43.96 mg/L, 
using the following conversion: 

L
molx

L
molCN

31014.33140 −==
µ      

L
mg

L
g

mol
g

L
molx 96.430439.0141014.3 3 ==•−  

2.3.2.2 Experiment Location 
The experiment location is very important because different field locations are expected 

to have different seasonal temperature, precipitation, wastewater composition, and even water 
use. Chemical, biological and enzymatic reactions all depend on temperature. Nitrification and 
denitrification are both biologically initiated chemical reactions, and therefore temperature is 
expected to influence these important processes. Temperature may also be important in other 
respects. For example, an experiment conducted in the cold Wisconsin winter found that even 
with freezing above-ground temperatures, the subsurface effluent discharge area did not freeze. 
This was probably due to heat release from microbial processes related to wastewater 
constituents, the warm effluent temperature, and the snow cover insulation (Bohrer and 
Converse, 2001). Location also influences climatic factors, which sometimes depend on 
temperature. Temperature has a strong influence on evapotranspiration, which can influence the 
subsurface flow regime and gas diffusion. Precipitation can be strongly location-dependent. 
Infiltrating rain can lead to saturation of the soil, and to creation of conditions which favor or 
inhibit nitrification or denitrification. For instance, higher saturations can limit the diffusion of 
oxygen to soil pore water, and greatly reduce nitrification rates, but also create anoxic conditions 
that are required for denitrification. Water content also influences volatilization of NH4

+.  

2.3.2.3 Field vs. Laboratory Classification 
In the laboratory, the researcher can control almost every aspect of the experiment, and 

thus identify with more certainty the factors that lead to the observed experiment results. 
However, controlled laboratory settings are not equivalent to the more complex conditions of a 
field experiment, which are more representative of actual conditions for a particular location. 
Field results may not lead to conclusive determinations regarding the factors that influence the 
results, and the results may not readily transfer beyond the specific field location conditions.  

2.3.2.4 Soil Type 
Soils vary in physical properties, such as permeability, bulk density, field capacity, 

structure, and particle-size distribution (texture), and in chemical properties, such as acidity, 
mineral composition and organic content. Thus, the transport and transformation properties for 
many contaminants vary by soil texture. Acidity, much like temperature, plays a role in 
microorganisms’ ability to execute certain biological processes, yet it also controls the 
availability of certain compounds to the organism. For instance, NH4

+ transformation to 
ammonia – a volatile compound – is a strong function of pH, with relative concentrations of 
soluble ammonia increasing from 0.1% at pH 6, to 1% at pH 7, 10% at pH 8 and about 50% at 
pH 9 (Saggar et al., 2004). Studies of pH effect on nitrification rates suggest highest nitrification 
rates at pH values of around 7.5 (Painter and Loveless, 1981; Strauss et al., 2002; Wong-Chong 
and Loehr, 1975). Fortunately, this pH is similar to typical STE concentrations. High OM 
content in the soil can be important to N attenuation, because a carbon source is required by 
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heterotrophic bacteria for the denitrification process (Brady and Weil, 2002). Organic matter 
content typically is greater closer to the ground surface, and where the infiltrating wastewater 
should also provide sufficient organic content for denitrification. However, as carbon in the STE 
is utilized, soil carbon at deeper depths may be required for continued denitrification. The 
particle-size distribution of the soil relates directly to the soil pore size, which in turn affects the 
soil saturation (Brady and Weil, 2002), tortuosity of the soil, and may also influence the 
chemical reactivity of the soil because particle-size distribution is related to surface area. 
Tortuosity and water content influence the gas- and aqueous-phase oxygen diffusion rates into 
and out of the soil water, which can be a limiting factor for nitrification (which requires oxygen) 
and denitrification (which requires anaerobic, or anoxic, conditions). With respect to 
denitrification, soil type may be an appropriate surrogate for a suite of important soil properties 
(Tucholke, 2007). 

Some sources failed to specify soil type. If direct correspondence with the author did not 
provide sufficient information, the soil type was estimated or obtained from one of the following 
methods. While limitations are noted, it was assumed that these methods yield the appropriate 
soil type. 

♦ The exact location of field experiments (e.g., student housing in a certain university) 
or location of soil collection for soil used in laboratory experiments was used to 
identify the soil type using the U.S. Department of Agriculture’s (USDA) Web Soil 
Survey (http://websoilsurvey.nrcs.usda.gov/app/WebSoilSurvey.aspx). The Web Soil 
Survey is an interactive application based on the Soil Survey Geographic (SSURGO) 
database, which provides typical spatial scales of 1:15,840, 1:20,000, or 1:24,000 
(Perchel, 2003). SSURGO was developed by the Natural Resources Conservation 
Service (NRCS) – a subdivision of the USDA. 

♦ Where sand/silt/clay ratios were given, soil types were assigned using the soil texture 
triangle (http://www.uwsp.edu/geo/faculty/ritter/glossary/s_u/soil_texture_triangle). 

♦ Using the reported soil phase (e.g. “Grandsdale loam – a coarse-silty over sandy or 
sandy-skeletal, mixed frigid Calciorthidic haploxeroll”) and the general experiment 
location (county level) to retrieve the soil type from the USDA’s Data Mart 
(http://soildatamart.nrcs.usda.gov). The Data Mart, like the Web Soil Survey, was 
developed by the NRCS and is based on the SSURGO database, yet does not contain 
an interactive map. Instead, it allows the user to generate PDF reports for specific soil 
types. Information provided in these reports includes soil physical and chemical 
properties, acreage and proportional extent of the soils, and other information.  

 

The distribution of the 84 experiments to soil textures as classified by the USDA is 
presented in Figure 2-2. No experiments were conducted in silt, silt loam, silty clay and sandy 
clay textures. One experiment reported “silty sand” soil texture, yet this term is not part of the 
classic soil classification, but rather taken from the world of sedimentary geology (see Chatenet 
et al., 1996). Silty sand refers to sediment with sand as a major constituent, with 25-50% silt. 
With no other data available, silty sand was combined with sandy loam, which correlates to the 
sand-to-silt ratios described above.  

http://websoilsurvey.nrcs.usda.gov/app/WebSoilSurvey.aspx�
http://www.uwsp.edu/geo/faculty/ritter/glossary/s_u/soil_texture_triangle�
http://soildatamart.nrcs.usda.gov/�


 

 
2-12 

47
3

3

3

4
2

2

12 0
0

0
0

 
Figure 2-2. Soil Texture Triangle with Number of Experiments Conducted in Each Textural Type (red). A silty sand soil 
type, reported once in the literature review, was combined here with the sandy loam soil classification, due to lack of 
exact sand to silt ratios. The soil types reported as organic and gravelly sand are not included in this diagram. 

 

Two other types of soils, “organic” and “gravelly sand”, were reported. The term organic 
soil is not consistently defined in the literature, but rather there are several higher-level 
taxonomy terms which indicate a soil rich in organic matter (OM) (Brady and Weil, 2002). For 
example, “Melanic” refers to a soil that is thick, black, and high in OM (> 6% organic C), 
common in volcanic ash soils and “Histic” refers to a soil that has a very high organic content, is 
wet during some part of the year, and is usually formed in wet, boggy conditions. Five 
experiments conducted in soils with high organic content were reviewed in this work: four used 
the term “peat” and one simply referred to the soil as “organic”. These experiments were 
grouped together into an “organic soil” category for the purposes of data analysis.  

The gravelly sand descriptor is taken not from soil science, but from sedimentary geology 
(Folk’s texture classification, see Blair and McPherson, 1999). This type of classification was 
encountered in two experiments: one from Perth (Western Australia), and one from Wisconsin. 
The Australian soil was defined as a “Chromosol” according to the Australian Soil Classification 
(CISRO website), which refers to soil with a “strong texture contrast” and pH >5. The addition 
of gravelly indicates that 10-20% of the soil volume consists of gravel (Australian Soil 
Collaborative Land Evaluation Program, CISRO). According to the article from which the 
experiment was taken, “A typical profile consists of an upper zone of ironstone gravels cemented 
together. This zone, termed ‘caprock’, can be up to 2 m thick, and is often overlain by loose 
sandy gravels ranging in depth from a few centimeters to more than a meter” (Gerritse et al., 
1995). The Wisconsin soil was described as “single grain sand, with up to 60% gravel, cobbles 
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and boulders” (Bohrer and Converse, 2001). Because of the uniqueness of these soil textures 
compared to the other types reviewed, they were kept as a separate category. 

Figure 2-3 presents a distribution tree of the 84 experiments by soil type, field/laboratory 
setting and the loading regime of the effluent (continuous or dosing) for sandy and sandy loam 
soils. Figure 2-3 shows that every group of experiments with a common trait, such as soil type, 
can be subdivided based on other traits, which require special attention in statistical analysis. In 
addition to the distributions shown in Figure 2-2, the experiments can be divided further based 
on the criteria presented in Table 2-2. 

 

N/A

84 experiments from 
25 sources

47 3 43 3 2 2 1 5 2 11

28 20 3 3 2 1 4 2 2 1 3 2 2 4 7
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Field Lab Field Field Field Lab Field Field Lab Lab Field Lab Field Field Lab

LPD

5 15 8 7 3 10 4 1 6

Cont LPD Cont LPD N/A N/ALPD

 
Figure 2-3. Distribution Tree of Soil Texture Types and Some Classifications Found in the Literature. Lab = laboratory 
experiments, Field = field experiments, Cont = continuous flow of septic effluent applied to soil, LPD = low-pressure 
dosing of effluent applied to soil, N/A = no information provided regarding discharge timing   

 

Out of the 84 summarized experiments, 51 were conducted at only one depth. The single 
nitrogen concentration reported for one depth was reported as an average or median value of 
measurements taken over time. An additional 12 experiments reported nitrogen concentrations 
for two depths, and the remaining 21 experiments contain data from more than two depths.  

2.3.2.5 Wastewater Characteristics 
The most common species of N in STE is NH4

+ (Crites and Tchobanoglous, 1998, U.S. 
EPA, 2004), mostly resulting from anaerobic decomposition of organic N compounds in the 
septic tank. In some systems (Bohrer and Converse, 2001) the STE goes through another 
treatment stage before being discharged to the soil. This type of system has been referred to as an 
advanced treatment unit or engineered pretreatment unit. These treatment processes may include 
effluent passing through a sand filter or an aerobic treatment unit. These systems aerate the 
effluent and change its composition through nitrification, leading to a decrease in NH4

+ and 
increase in NO3

-. While nitrification typically occurs in the STU for a conventional system, 
alternating aerobic and anaerobic conditions prior to discharge to the STU can be utilized to 
reduce N mass loading compared to STE alone. However, organic carbon must be consumed in 
the process, and it is unclear how this reduction in carbon may influence the treatment efficiency 
of the STU, or influence the transport of other constituents, such as microbial pollutants or 
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OWCs. Wastewater characteristics include the N concentration, pH (acidity) of the effluent,  and 
carbon content. The pH of STE in the reviewed experiments was around pH 7, whereas the 
optimum pH for denitrification is 7.0-8.0 (Martin and Focht, 1977). An organic carbon source in 
the STE or STU is required for the process of denitrification. 

2.3.2.6 Wastewater Source 
The sources included in the literature review varied from single family residential homes 

to multi-family residential homes, seasonal campsites, and one cattle manure source. The source 
is an important parameter as the wastewater from domestic sources is expected to be less 
concentrated relative to office wastewater, because it includes gray water from laundry and other 
sources compared to the predominance of toilet use in an office. 

2.3.2.7 Hydraulic Loading Rate (HLR) 
HLR is directly associated with the wastewater applied to the STU, but it is also an 

indicator of contaminant mass flux. High flux of contaminants to the soil can reduce the 
efficiency of contaminant removal and increase the chance of the contaminants reaching 
groundwater. Other related parameters are the STU dimensions and geometry; the larger the STU 
infiltrative surface, the lower the expected contaminant load on the soil for a given total 
wastewater volume applied. Loading rate also can impact the saturation of the soil, which in turn 
influences transport and transformation of N (as described above) and other wastewater 
pollutants (discussed in subsequent sections). 

The HLR can be expressed as volume of effluent applied to an area of soil per time, or as 
length units per time. HLRs in the reviewed sources were typically reported as cm/day, 
L/m2/day, or gallon/foot2/day. For consistency, the units chosen for this report are cm/day. When 
HLRs were reported as volume of effluent per day, the loading rates in cm per day were 
calculated by dividing the reported HLR by the STU dimensions. For example, a loading rate of 
600 L/day equals 600,000 cm3/day. If the infiltrative surface of the STU is 30 meters by 15 
meters, than the STU infiltrative area equals 450 square meters, or 4.5 million square cm. The 
HLR in cm/day was then calculated as follows: 

day
cmcm

day
cm 13.0000,500,4/000,600 2

3

= . 

HLRs were not always reported, especially for field experiments. For experimental 
studies, the researcher often controls the amount of STE applied to the soil each day, whereas 
HLRs under actual operating conditions may vary as a result of daily or weekly changes in water 
use. Most researchers conducting field experiments assumed that the amount of STE entering the 
soil was equal to the amount of water entering the source before the septic tank (see Table 2-2 
for a list of effluent sources).  

Missing HLR values were estimated based on a statistical analysis completed by McCray 
et al. (2005). In their work, the median value for domestic wastewater flow rate was found to be 
227 liters per day per capita. This value was converted to cm/day, as explained above when the 
STU dimensions were known. Overall, HLRs were estimated for five experiments, and four 
other experiments were not matched with a HLR (one that used STE from a seasonal recreational 
facility, one that did not report the source of the STE, and two that did not specify STU 
dimensions). 
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2.3.3 Nitrogen Removal in Soil: Data Analysis and Discussion 
The overall goal of this project is to develop simple tools that are useful for predicting N 

treatment with depth below the infiltrative surface. Statistically based empirical relationships are 
one type of tool that is being evaluated. In particular, it was hypothesized that literature data 
could be used to develop simple statistical relationships to predict N removal with depth based 
on other factors that are important for N transformation and that can be readily measured or 
estimated. This could enable a practicioner, for example, to estimate the expected treatment 
performance with depth by knowing only soil type, or HLR. To this end, a preliminary 
assessment of N removal in an STU under the influence of various factors was conducted. All 
203 data points from the 84 experiments were plotted as C/Co of total N vs. depth (Figure 2-4). 
As expected, there were more data points for shallow measurements than for deep 
measurements. With such sparse depth-dependent data, and because most studies reported a 
single N concentration value at one depth, it was difficult to obtain reliable conclusions about 
attenuation of N in soils with depth. Although the lowest ratios of C/Co were seen at the greatest 
depths, no clear statistical relationship can be defined between removal and depth alone based on 
the reported literature values. Indeed depth and N removal were poorly correlated (R2 = -0.2). 
This is not surprising given that many factors other than depth are known to be important factors 
in N removal (Section 2.3.2).  

 
Figure 2-4. Summary of N Attenuation in STUs (all experiments shown). 
C/Co refers to the ratio of total N measured in the soil to the total N measured in the applied effluent. 

 

Another important observation was that the N concentration in soil pore water could be 
higher than the concentration in the applied wastewater (see points with C/Co > 1 in Figure 2-4). 
Because of the relatively large numbers of C/Co values that are greater than one, it is not likely 
that this is due to analytical or reporting error. Possible explanations for this observation might 
be evapotranspiration (which does not affect the mass of total N, but increases the 
concentration), atmospheric deposition of N, seasonal changes in effluent concentrations, a 
buildup of sorbed NH4

+ near the surface (and consequent increase in the concentration of 
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dissolved ammonium in the soil solution), and alterations to the conditions for microorganisms in 
the soil. 

Because all the data points in Figure 2-4 are from experiments that are quite different 
from each other, and because N transformations are theoretically known to be influenced by 
many different factors, further categorization of the data was attempted to examine potential 
relationships between N attenuation and depth for specific conditions, such as soil type and HLR. 
Figures 2-5 and 2-6 show the data in groups of different soil textural types. These graphs present 
examples for two contrasting situations: sandy soils (Figure 2-5) where many data points were 
available (n = 115), and organic soils (Figure 2-6) where only five data points were available. 
Such categorization is reasonable considering the different hydraulic, physical, chemical, and 
biological properties of different soils. The figures show that there is a clear enhancement in N 
removal with depth. However, no statistically meaningful predictive relationship between 
removal and depth exists for the different soil types (including soil types not shown here). 
Because soil texture is not represented numerically, initial correlations between N removal and 
soil type were estimated based on estimated values of Ksat, available water content, and the van 
Genuchten capillary parameters (van Genuchten, 1980). For each of these scenariors, no reliable 
relationship was observed (R2 < 0.2).  

 
Figure 2-5. Attenuation of N in Sandy Soils. 
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Figure 2-6. Attenuation of N in Organic Soils. 

 

In addition to depth and soil texture type, it was expected that HLR could impact 
treatment (Section 2.3.2.7). However, HLR and N removal were again poorly correlated (R2 = 
0.40) when all data were utilized. Theoretically, depth, HLR, and soil type all are likely to 
influence treatment. Thus, the data were examined for empirical relationships that might predict 
N removal with depth on the basis of both soil type and HLR. C/Co versus depth plots were 
chosen that separated soil type and incorporated HLR into the empirical equation (not shown on 
the plot). Based on this simple approach, no statistical relationship could be found for N 
attenuation in most of the soil types used. For clay loam, however, an empirical relationship was 
found between N attenuation, soil depth and HLR (Figures 2-7 and 2-8). Figure 2-7 shows the 
data (filled circles) along with the predictive empirical relationship (solid line). The empirical 
relationship is: 
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 (2.3.3-1) 

where C is the concentration of total N in soil pore water, Co is the total N concentration 
in the STE, Depth is the depth below the effluent application in which C was measured, and HLR 
is the HLR of the effluent. The empirical relationship for clay loam soils indicates that HLR may 
be more important to the degree of nitrogen attenuation than depth. Specifically, the 
multiplication constant and the power of the depth variable in the equation have a low value, 
which means that for any given depth the C/Co result will not change much.  
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Figure 2-7. Attenuation of N in Clay Loam Soils with Depth. 
C/Co refers to the ratio of total N measured in the soil to the total N measured in the applied effluent. 

 

 
Figure 2-8. Comparison of Measured N Removal Values from the Literature and Predicted Values from Equation 2.3.3-1 
in Clay Loam Soils.  
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Even though the data appear to be scattered, the predictive relationship that incorporates 
HLR fits the data quite well (R2 = 0.89). The goodness of the prediction is more apparent in 
Figure 2-8, which shows the predicted (or calculated) values versus the data. The data for this 
clay loam texture relationship is based on three different independent experiments, with three 
different HLRs. While this relationship is promising, it demonstrates the complexity in the 
manner that different STU factors impact treatment. It also makes clear that simple binary 
relationships (e.g., correlation of C/Co versus depth for various soil types) are not likely to 
produce statistically significant predictions, even when predictable relationships exist. Thus, 
multivariate statistical analyses are required to consider the effect that other factors (e.g., depth, 
soil texture, HLR, water content, and other soil conditions) and their interactions might have on 
N removal. Evaluating potential multivariate relationships requires a more rigorous and robust 
statistical approach than presented above.  

ANOVA tests were conducted to determine if relationships between these selected 
factors could be identified. The ANOVA test attributes the variability of data to different factors. 
For instance, information derived from the ANOVA test can tell the relative degree that different 
factors affect the observation (if at all). In this case, the observation of N attenuation was 
evaluated for the factors of soil texture, soil depth and HLR. The results of the ANOVA general 
linear model test for soil depths of 30-60 cm (n = 45) attributed 66% of the variance in N 
attenuation to HLR, 20% to depth, 3% to soil textural class, and 11% to the variability within the 
data itself. This observation was similar to the empirical relationship for clay loam (eq. 2.3.3-1) 
and simple relationships where HLR correlated best to N removal compared to soil texture and 
depth. If this preliminary observation holds true after more rigorous data analysis, it would imply 
that wastewater application rate is a more important design factor than soil type for maximizing 
N treatment in an STU. However, we know from basic theory that soil type should play an 
important role in N treatment. Interestingly, ANOVA test results differed for data from 
laboratory studies versus data from field studies. For lab studies the soil type was the most 
important factor (p < 0.001), followed by depth (p = 0.02) followed by HLR (p = 0.20). For field 
studies the HLR was the most important factor (p < 0.001), followed by depth (p < 0.001) 
followed by HLR (p = 0.08). The lesser importance of soil parmeters in field studies is likely due 
to the great variability in soil properties, even within a particular soil type, at field sites. These 
results point to the the complexity in which different STU factors impact N treatment. 

To enable tool development, other statistical analyses are also being investigated. Figure 
2-9 demonstrates information that can be extracted from a technique called hierarchical cluster 
analysis (HCA) (Ward, 1963). In this case the Euclidean distance (similarity) between soil types 
or soil type clusters is described by: 

∑ −=
j

kjij xxkid 2)(),(  (2.3.3-2) 

where d(i,k) is the distance between observations i and k. This type of approach enables 
the combination of soil types that have sparse data in a justifiable manner based on the HCA to 
ultimately develop more robust predictive statistical relationships. The grouping of soils into 
three or four categories in terms of HLR may be more practical given the highly imprecise 
hydraulic tests conducted in the field and the lack of scientific basis often employed during 
establishment of design HLRs used in regulatory codes (Lindbo et al., 2008; Siegrist, 2007). The 
HCA approach is useful to quantify and justify grouping categories. 
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Figure 2-9. Cluster Test Results for Different Types of Soils based on Hydraulic Properties. 
The Y axis represents the Euclidean distance (similarity) between soil types or soil type clusters (Equation 2.3.3-2). 

 

Figure 2-9 suggests many potential groupings. For example, 4 groups could be formed as 
follows: 1) clay loam, silty loam, silt, and sandy loam; 2) loam, sandy clay loam, and sandy 
loam; 3) clay, silty clay, and silty clay loam; and 4) loamy sand and sand. Fewer groups can be 
identified by moving up on the HCA ladder illustrated in Figure 2-9. The HCA analysis with 
respect to N removal is being investigated in more detail.  

As shown in Figure 2-3, and described earlier, N attention results were reported in the 
literature for many soil textures, but only limited data are available for most textures excluding 
sand and sandy loam. Yet it may be possible that different soils with different sand, silt and clay 
content do not vary much in their hydraulic or transport properties (e.g., saturated or unsaturated 
hydraulic conductivity, and soil suction versus water content relationships). Hydraulic properties 
are a function of soil type and theoretically known to be important with regard to treatment 
because they impact such factors as travel times, oxygen diffusion rates, and interphase 
partitioning. The soil texture triangle presented in Figure 2-2 defines soil by the sand, silt and 
clay content. While the change in any soil component is linear (from 0 to 100%), the associated 
change in soil hydraulic properties is not linear. For example, a slight increase in clay content 
can greatly reduce hydraulic conductivity. If certain soil types can be combined based on similar 
properties, then modified soil types that better incorporate common hydraulic properties can be 
created. For example, if it can be shown that silty clay and silty clay loam soils are similar with 
respect to hydraulic properties compared to other soil types, then development of a predictive 
relationship for N attenuation could be based on six experiments rather than three (Figure 2-3).  

To determine whether two different soil textures could be assumed to share similar 
hydraulic properties, two computer software programs were used: The Neural Network 
Prediction feature in the HYDRUS-1D software (Šimůnek et al., 2005), which is coupled with 
the Rosetta Dynamically Linked Library (Schaap et al., 2001), and the Soil Water Characteristics 
software (Saxton and Rawls, 2004). The Rosetta DLL provides solutions to the van Genuchten 
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equation (van Genuchten, 1980), which predicts unsaturated soil hydraulic conductivity and the 
soil moisture versus soil-suction relationships for different types of soils, either by soil type or 
sand/silt/clay ratios. The Saxton and Rawls (2004) method does not provide van Genuchten 
parameters, but predicts, for different soil types and sand/silt/clay ratios, several hydraulic 
properties, such as field capacity, wilting point, and hydraulic conductivity.  

The parameters collected from the software were log-transformed and standardized 
(following methods of Güler et al., 2002), then Minitab software was used to conduct a HCA, 
with a Ward linkage method and a Euclidean distance measure (Ward, 1963). This method uses 
all available data to group different sub-categories into higher-level categories based on 
similarity of the chosen data, where the chosen data is the hydraulic parameters described above. 
The results of this analysis show that loamy sand, for example, is more similar to sand than to 
sandy loam based on these hydraulic parameters (Figure 2-9). Determinations like this could not 
be made based solely on the soil texture triangle. Because only four experiments were found 
which involve loamy sand, it is justifiable, based on this comparison, to combine them with the 
sandy soil experiments to achieve a higher number of experiments for the same category. In 
another approach, Radcliffe and West (2009) used the HYDRUS model to show that the 12 
USDA soil textural classes could be grouped into four categories in terms of HLR. 

Because important information related to the attenuation of N in soils is reported in the 
literature at various frequencies, additional statistical analyses will be conducted to develop tools 
that are easy to implement yet rely on rigorous experimental data and quantitative models rather 
than anecdotal observations. The statistical approaches described above and the importance of 
combining data sets, where justified, will enable further evaluation of incomplete data sets in 
support of tool-kit development. 

2.3.4 Future Work 
The factors that lead to denitrification, or removal of nitrates from the soil, are reasonably 

well understood. These factors include the presence of a carbon source, the ability of oxygen to 
diffuse to and from aerobic nitrification sites or anaerobic denitrification sites, wetness of the 
soil, suitable temperatures, and the transport velocity of nitrogen. However, most of these factors 
are not generally measured or reported in the literature (especially for field experiments). 
Fortunately, other parameters that are more easily measured may serve as surrogates for these 
important factors. Water content, for example, controls wetness and is directly (but nonlinearly) 
related to diffusion. Soil type in part determines porosity and tortuosity, which influences 
diffusion, and it is also related to organic matter content. The transport velocity is related to 
HLR, water content, and soil properties.  

Some important findings have resulted from this preliminary analysis of literature data. 
First, from a practical perspective, HLR may be more important to N treatment within the first 
30-60 cm than soil texture and soil depth. However, soil depth and soil texture remain important 
variables, although soil structure may prove to have a greater effect than soil texture. Univariate 
statistical relationships were not generally successful at yielding reliable empirical relationships 
to predict N removal versus depth for different soil types. An empirical bivariate relationship 
was developed for clay loam soils using both soil depth and HLR as the dependent variables. 
This result suggests that multivariate statistical relationships in general are useful and may be 
necessary to develop robust data based relationships. Additional efforts are being focused on 
these multivariate statistical relationships in the next phase of research. For scenarios where 
measured data are available, predictive statistical or empirical relationships are likely to be the 
most reliable predictive tools. However, given the variability and scarcity of data collected in 
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field sites, it is unlikely that field data can be used to predict N attenuation for many relevant 
OWTS and STU operating conditions. Therefore, mathematical models are needed that 
incorporate relevant design variables and operating conditions. These models will be tested 
against actual data during the remainder of this project. 

 

2.4 Phosphorus 
Many studies describe phosphorus (P) transformations and sorption processes, mostly in 

regard to agricultural practices, yet only a few full-scale experiments have been conducted that 
relate to P in STUs. The primary concern with STU-related P is the transport from the STU to 
groundwater, and subsequently to surface waters. Special attention has been given to STUs that 
are in proximity to surface water environments (e.g., Zurawsky et al., 2004). A review of several 
studies found that the contribution of septic tanks to P loads in lakes can range from 4% to 55% 
of the total load (Lombardo, 2006). 

2.4.1 Background 
The motivation for P studies is the potential eutrophication (extensive algal growth) and 

disruption of the natural ecology in fresh water bodies caused by P release. Some nutrients, like 
N and P, occur at no more than micromolar levels and may be utilized almost to the point of 
exhaustion by the algae (Ryther and Dunstan, 1971). Field studies have shown that primary 
production in freshwater ecosystems is generally P-limited (Miettinen et al., 1997; Schindler, 
1977), and P levels as low as 0.03 mg/L are associated with eutrophic lakes (Table 2-3) (Newton 
and Jarrell, 1999). An addition of P to fresh water may have two adverse effects: excessive algal 
growth, which leads to the deterioration of water quality and death of aquatic wildlife as a result 
of oxygen depletion; and a change in the nutrient balance in the water that favors growth of 
cyanobacteria (green-blue algae) (Schindler, 1977). When the N-to-P ratio (N:P) in a fresh water 
body becomes low (~5; Gerritse, 1993), due to an addition of P or depletion of N, algal 
competition for N is usually won by species that are capable of fixating N from the inert N2 gas. 
Cyanobacteria have the N fixation capability, and also tend to release toxins to the water as 
secondary metabolism (metabolism by-product). Many cases have been reported of poisoning of 
vertebrate and invertebrate animals following ingestion of cyanobacterial bloom/scum material, 
and at least 60 different cyanobacterial toxins have been identified (Codd, 1995). 

Table 2-3. Typical Total P Concentrations (mg/L) by Trophic State. 
(Oligotrophic = lowest productivity, Hypertropic = highest productivity) Adapted from Newton and Jarrell, 1999. 

 Trophic State    
Aquatic System Oligotrophic Mesotrophic Eutrophic Hypertrophic 
Lake <0.01 0.01 – 0.03 0.03 – 0.1 >0.1 
River --- <0.01 0.01 – 0.05 >0.05 

 

Phosphorous is not usually considered a problem in drinking water. In Minnesota, for 
example, a minimum residual concentration of 1 mg/L of orthophosphate is maintained in water 
distribution systems to prevent corrosion and release of lead and copper from pipes (Rezania, 
2004). On the other hand, Miettinen et al. (1997) sampled drinking water 10 km down the line 
from several waterworks plants in Finland, and observed microbial growth with an addition of as 
little as 0.01 mg/L phosphate (PO4

3-)-P to the samples (the background levels of the drinking 
water were <0.002 mg/L PO4

3--P). Excess intake of polyphosphates inhibits the adsorption of 



 

State of the Science: Review of Quantitative Tools to Determine Wastewater Soil Treatment Unit Performance 
  

2-23 

calcium at the intestine (Sekiguchi et al., 2000). However, these compounds are not a concern in 
STUs because they degrade to phosphates. 

As it became clear that P release to the environment had adverse ecological effects, 
several States began to ban or partially ban the use of P in detergents. This trend started in the 
1970’s and continued to 1994, when the manufacture of phosphate detergent for household 
laundry was ended voluntarily by the industry (Litke, 1999). It should be noted that detergent 
bans and guidelines typically apply to phosphate for household laundry detergents only and do 
not apply to dishwashing detergents or commercial cleaning products (Litke, 1999). The 
percentage of U.S. households with dishwashers increased by 9.4% from 1992 to 2002, and the 
percentage of U.S. households with clothes washers increased by 5% at that same time (U.S. 
Census Bureau, 2005). The percentage of households with clothes washers was much higher than 
the households with dishwashers (80% compared to 58.1% in 1998), but considering the rise in 
dishwasher ownership, and the continual use of polyphosphate-containing dishwashing 
detergents, dishwashers have become an increasingly important source for P in wastewater.  

Wastewater treatment plants are required to release their effluents with a typical P 
concentration upper limit of 0.5-1.5 mg/L, and the U.S. EPA has a recommended limit of no 
more than 0.1 mg/L of total-P in rivers (Litke, 1999). However, there is currently no regulation 
regarding allowed P concentration in STE or groundwater, or a set goal for P removal in STU. 
Instead, total maximum daily loads (TMDLs) have been implemented for many surface water 
bodies. A TMDL is a calculation of the maximum amount of pollutant that a water body can 
receive and still meet water quality standards, and an allocation of that amount to the pollutant’s 
source (Lombardo, 2006). For example, a TMDL developed for Lake Carlton, FL, requires 41% 
reduction in non-point P sources, of which septic systems accounted for 14% (Lombardo, 2006, 
after Florida Department of Environmental Protection, 2003). 

2.4.2 Phosphorus Chemistry 
       Phosphorus is commonly found in the following forms: 

♦ Orthophosphate is an inorganic series, which includes H3PO4, H2PO4
-, HPO4

2-, and PO4
3- 

species. The transition between these species is pH dependent, with H2PO4
- and HPO4

2- the 
dominant orthophosphate species in neutral-pH waters.  

♦ Organic P includes P incorporated with organic compounds, such as sugars, phospholipids, 
and nucleotides. Adenosine-triphosphate, or ATP, is a phosphorous-bearing organic molecule 
that serves as an energy storage unit in living cells. Some synthetic organic compounds, 
including some insecticides, contain reduced forms of P.  

♦ Phosphorus minerals result from reactions of phosphate with different cations (mostly iron, 
aluminum, calcium, and lead) and lead to the formation of minerals such as hydroxyapatite, 
fluorapatite, strengite, and vivianite. The source of these minerals is usually magmatic rocks, 
yet they can be found in sedimentary environments where there is enough P and suitable 
cations (e.g., marine environments with high productivity, coastal environments enriched 
with bird droppings [guano]). Hydroxyapatite is also the major constituent of tooth enamel, 
which is the hard outer part of the tooth. Minerals that contain calcium and P (calcium 
phosphates) are commonly used as fertilizers. 

♦ Condensed phosphates are derived mostly from detergents and cleansers, for water 
“softening” (removing of divalent cations such as calcium and magnesium to prevent 
precipitation of carbonates). They include polyphosphate forms such as P2O7

4- and P3O10
5-, 
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and degrade, or hydrolyze, slowly to orthophosphate (see above). Polyphosphates are an 
additive in some public water supplies as a means of controlling corrosion (Rezania, 2004). 
They are also used widely as food additives in cheese, fish paste products, and ham and 
sausage to prevent discoloration and to stabilize vitamin C (Sekiguchi et al., 2000). 

♦ Elemental P is present in several small-scale applications such as fireworks, flares, napalm 
and safety matches. 

Unlike N, which usually undergoes an irreversible process of mineralization-nitrification-
denitrification in the STU, P participates in processes which can be reversible. These processes 
include adsorption and precipitation. Adsorption is the binding to soil particle surface, as 
phosphate is “attached” to positively charged particles such as aluminum, iron and manganese 
oxides and hydroxides, and some clay particles, and is limited by the number of available 
sorption sites. Precipitation is the formation of a solid mineral in solution from a chemical 
reaction, and theoretically is not limited as long as sufficient aqueous concentrations of mineral 
components are available, and as long as there is space for the mineral to “grow”. This process is 
often considered to be irreversible. However, the reversibility depends on several factors, such as 
pH, redox (reduction-oxidation) conditions and the solubility product of P-bearing minerals 
(Robertson et al., 1998). The solubility product of a specific mineral is a measure of the 
concentration of the mineral components (ions) in solution that is required to precipitate the 
mineral. The more ions available, the greater the chances are for precipitation and for removal of 
P from soil pore water. The complication in predicting P behavior in STU stems from the 
different environments that promote different processes. Adsorption and precipitation processes 
are described in more detail below. 

2.4.2.1 Adsorption 
As previously mentioned, the major forms of orthophosphate in wastewater are anions 

(H2PO4
- and HPO4

2-) which will be attracted to positively-charged mineral surfaces. Quartz sand, 
for instance, is a poor phosphate adsorbent because quartz is negatively charged at pH values of 
approximately 3 and higher (Sposito, 1989). Minerals that are positively charged at near-neutral 
pH  typical in STUs include aluminum oxides and hydroxides (corundum, gibbsite, boehmite, 
allophone), iron oxides and hydroxides (goethite, ferrydrite, hematite), manganese oxides 
(pyrolusite), and variable-charge clay minerals. These minerals or oxides are positively charged 
because of the substitution of H+ protons in the surface functional groups. In acidic solutions, 
where the amount of H+ protons increases, the affinity of phosphates to adsorb to mineral 
surfaces increases.  

Sorption and precipitation are often related. Phosphate can adsorb to about 5% of pure 
calcite (calcium carbonate) surfaces, despite the mineral’s negative charge under slightly-basic to 
basic pH conditions. While only a small portion of the mineral’s surface is available, these 
adsorption sites act as nuclei for the precipitation of calcium phosphate minerals, mostly at high 
P concentrations (Borrero et al., 1988). At low P concentrations, iron is still a more efficient 
adsorbent than calcium carbonate, whereas fine-grained calcium carbonate adsorbs P slightly 
more than clay minerals such as illite and smectite, due to a higher specific surface area (Borrero 
et al., 1998). 

Organic matter causes contradicting effects on phosphate sorption. Organic acids can 
compete with phosphates for sites on mineral and soil surfaces, thereby decreasing phosphate 
adsorption. Certain organic acids can entrap reactive aluminum and iron in stable organic 
complexes called chelates, thus making them unavailable for reaction with P. On the other hand, 
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phosphates can be immobilized by organic carbon, as organic-bound complexes, and thus 
removed from solution. Overall, organic soils are not efficient in removing phosphates (Brady 
and Weil, 2002). 

Allophane is an aluminum silicate clay mineral with an extremely high P adsorption, due 
to its large surface area. It is typically found in soils associated with volcanic ash (Brady and 
Weil, 2002). 

Brady and Weil (2002) summarize different soil components’ capacity of removing 
phosphorous in the following order (from highest to lowest):  

♦ Amorphous Al, Fe and Mn oxides; allophone; 

♦ Crystalline Al, Fe and Mn oxides; 

♦ Carbonate minerals; 

♦ 1:1 clays (e.g., kaolinite); and 

♦ 2:1 clays (e.g., montmorilonite). 

2.4.2.2 Precipitation 
In calcareous soils and marine coastal environments, the most common P mineral 

precipitate is apatite ([Ca10(PO4)6X2], where X is an anion, mainly hydroxyl [OH-] and fluoride 
[F-]). Typical calcium sources for the precipitation reactions are: shell fragments in coastal 
marine environments (Whelan, 1988); in semi-aridic and aridic terrains a calcareous horizon is 
typically developed in the soil (Sposito, 1989); calcium carbonate can precipitate as a normal 
weathering product of calcium-bearing primary silicates, such as pyroxene, amphiboles and 
feldspars (Sposito, 1989); and calcium can also be found in soils developed from carbonate rocks 
(Borrero et al., 1988). Acidic pH encourages dissolution of calcium-carbonate and release of 
calcium ions into solution, which should theoretically contribute to the formation of calcium 
phosphate minerals. However, hydroxyapatite [Ca10(PO4)6(OH)2] is more stable under basic 
conditions (Maurer et al., 1999). 

Phosphate tends to bind to calcium cations in basic soils with high Ca/P ratio, but to iron, 
aluminum, magnesium and manganese cations in acidic soils. In non-calcareous terrain, the 
development of acidic conditions cause gibbsite [Al(OH)3] dissolution and, subsequently, 
variscite [AlPO4∙2H2O] precipitation (Zurawski et al., 2004). Calcium phosphate minerals such 
as hydroxyapatite [Ca10(PO4)6(OH)2] and fluorapatite [Ca10(PO4)6F2] have lower solubility 
products (i.e., they are less likely to dissolve and release phosphates back to the solution) than 
iron phosphate minerals such as strengite [FePO4∙2H2O] and vivianite [Fe3(PO4)2∙8H2O]. The 
formation of struvite [MgNH4PO4], for example, in wastewater is improbable due to its large 
solubility product and the fact that its equilibrium is rapidly achieved (Maurer et al., 1999). A 
solution can be supersaturated with ions that are expected to form minerals, due to a slow rate of 
mineral formation (Robertson et al., 1998). 

It is believed that precipitation of phosphate minerals such as hydroxyapatite (HAP) is a 
two-step process. First, a surface complex is formed, which is not a pure compound under “dirty 
waste-water conditions” but an amorphous mixed crystal with a higher solubility product than 
HAP (Maurer et al., 1999). This surface complex has a relatively large solubility product. 
Second, over time the surface complex exothermically crystallizes into the less soluble HAP. 
There is a link between aerobic/anaerobic environments and the stability of phosphate minerals. 
In anaerobic (reducing) environments, the dominant iron form is the soluble Fe2+ (ferrous ion), 
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whereas in oxidized environments the dominant form is the insoluble Fe3+ (ferric ion). Vivianite, 
which is composed of ferrous ions and phosphates, is a major P sink under reducing 
environments, with a lower solubility product under basic conditions (Robertson et al., 1998). In 
oxidizing environments the dominant iron phosphates are variscite or strengite, which have 
lower solubility products under acidic conditions (Brady and Weil, 2002). Under field 
conditions, precipitation of phosphate minerals should be considered a kinetic process. 

2.4.2.3 Materials that Enhance Phosphorus Removal 
Several studies suggested practices for removal of P from wastewater in STUs. These 

studies included sorption of phosphates or encouragement of phosphate precipitation.  

Bellier et al. (2006) conducted batch tests, laboratory lysimeter experiments and field-
scale experiments which examined P attenuation from wastewater in columns filled with apatite-
containing materials. The presence of the crystal acts like a catalyst which lowers the activation 
energy barrier between the adsorbed calcium phosphate and the nucleation/crystallization of 
additional apatite. In their study, Bellier et al. tested the P retention capacity of apatite minerals 
from sedimentary and magmatic sources. They found that adsorption occurred almost 
instantaneously and was rapidly followed by precipitation. Higher retention of P was achieved in 
columns filled with sedimentary apatites. Because adsorption is a surface phenomenon, it is 
considered that the high densities associated with igneous materials were not favorable for 
igneous apatites to act as adsorbents. The high affinity found for sedimentary apatite could be 
explained by the lower density compared to the igneous apatites. In lysimeter columns, the best 
retention results were achieved for a 50/50 mixture of limestone and sedimentary apatite. The 
apatite encouraged nucleation, and the limestone dissolution provided free calcium ions to react 
with phosphates (it is possible to create pure HAP crystals with Ca:P ratios of 1.3:1 to 2:1; 
Maurer et al., 1999). In this test, there was 100% P retention during the first 15 days, and 
approximately 60% retention after 39 days. In the field experiment, there was about 60% 
decrease in total-P between wastewater (7.6 mg/L) and column effluent (1.9 mg/L) 
concentrations. 

Brandes et al. (1974) examined P removal in filter beds applied with STE, during time 
frames of several weeks to about a year. They used 10 filter beds with different materials and 
grain size distributions. The least amount of total-P removal, 1% and 4%, was observed in 
columns with coarse sand, D10 = 1 mm and D10 = 2.5 mm, respectively (D10  is the particle 
diameter when the percentage less than of the particle-size distribution curve is 10%, by weight). 
The best total-P removal, 88%, was observed in a column with 15 in. depth of sand (D10 = 0.24 
mm), overlaying a 15 in. mixture of 10% red clay and 90% sand. High removal rates (73-74%) 
were observed also for columns with a mixture of sand and limestone, and sand with equal 
amount of clay. 76% removal was observed at a column with 22 in. depth of sand (D10 = 0.24 
mm) overlaying a 8 in. mixture of 4% red clay and 96% sand. 

Some experiments reported in the literature used relatively low-cost materials for 
removal of phosphates: 

♦ Flyash is a by-product of coal-burning power plants. Vinyard and Bates (1979) used a high-
calcium fly ash for phosphate removal from secondary-quality wastewater. In several 
experiments, they mixed various amounts of flyash with 1 liter of wastewater. They reported 
98% P removal within 5 minutes, from an initial P concentration of 5.6 mg/L, with a flyash 
concentration of 25 g/L. If one assumes a domestic wastewater volume of 520 liters per day 
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(Tucholke, unpublished data), with a 5.6 mg/L concentration of P, then the amount of flyash 
required for similar P removal would be approximately 4.7 tons per year. 

♦ Tamarind nut shell activated carbon (TNSAC) is a by-product from the processing of the 
tamarind seed nut and used as an additive for cattle feed. Bhargava and Sheldarkar (1993) 
reported 95% removal of phosphates by un-rinsed TNSAC, with an initial phosphate 
concentration of 55 mg/L. The TNSAC reached phosphate saturation after about 1 hour, and 
the TNSAC adsorption capacity was 8.7 mg PO4

3-/g TNSAC. Natural soils that remove more 
than 0.35 mg P/g soil (1.07 mg PO4

3-/g soil) from solution are generally considered to be 
high P-fixing soils (Brady and Weil, 2002). 

♦ Slag is a by-product in iron ore with caustic lime refining process. Hisashi et al., (1986) 
found that slag has the capability of removing about 9 mg PO4

3- per g slag (initial phosphate 
concentration: 400 mg/L), with optimum adsorption at pH 8. They attributed the high 
sorption capacity of the slag to its high porosity and to its constituents: iron oxides, 
aluminum oxides and hydroxides, calcium carbonates and hydroxides, and magnesium 
hydroxides. 

2.4.3 Phosphorus Fate and Transport in Soil Treatment Units 
Common phosphorus forms in domestic wastewater are orthophosphate, polyphosphate 

and organic P. Between 20 and 30% of total P in raw wastewater is separated out in the form of 
sludge in the septic tank (Lombardo, 2006, after Wood, 1993). However, current monitoring of 
raw wastewater and STE from 17 single-family residences indicates little attenuation of P in the 
septic tank (personal communication with Maria Tucholke, CSM, unpublished data from WERF 
04-DEC-1, Lowe, et al.). Some of the P probably precipitates in the septic tank with iron to form 
the mineral vivianite (Robertson, 1998). 

Rothe (2006) found that the median and average total P concentrations in a single-source-
domestic STE are 10 mg/L and 12.2 mg/L, respectively. His study included 46 reported values, 
with a concentration range of 3-39.5 mg/L. For multi-source domestic STE, the median and 
average values were 6.9 and 7.03 mg/L, respectively, based on 6 reported values. However, 
Rothe indicated that many of his sources dated from before the phosphate laundry detergent ban. 
McCray et al. (2005) report a median phosphate-P concentration of 9 mg/L in STE, based on 35 
data sources, with a 1st and 3rd quartile values of 6 and 13 mg/L, respectively. Crites and 
Tchobanoglous (1998) report a typical total P concentration of 16 mg/L in domestic STE. Of that 
concentration, 10 mg/L is inorganic P, and 6 mg/L is organic P. 

2.4.3.1 Phosphorus Attenuation in Different Soil Treatment Unit Conditions 
The importance of a biological film (clogging zone) at the infiltrative surface in trenches 

has been noted in the past (Siegrist, 1987; Magdoff et al., 1974). This wastewater-induced bio-
film contributes to the STU in the following ways: it promotes a spatially uniform application of 
STE throughout the STU by causing ponding in the trenches; it helps maintain unsaturated 
conditions in the soil underneath the trench; it increases the soil biogeochemical activity; and it 
can enhance sorption, biotransformation and die-off/inactivation processes (Siegrist, 1987). 
Magdoff et al. (1974) applied wastewater to test columns, and observed a decrease in P 
concentrations once ponding conditions started to occur in the columns. The P concentrations in 
their sandy loam soil under bio-film conditions were stabilized at 2-6 mg/L, compared to 11-14 
mg/L in columns with no bio-film. The total P removal in the bio-film columns was 91%.  
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Ver Hey and Woessner (1987) conducted a field STU experiment in two single-family 
homes in Minnesota, with six-year-old septic systems. They found that no biomat formed at the 
infiltrative surface, which led to high percolation rates in the loamy soil. They also found, based 
on several spatial sampling points, that most of the effluent was discharged at the STU near the 
inlet, which meant that only a small portion of the STU was actually utilized for treatment. The 
amount of effluent released from the septic tanks did not exceed regulations (200 gallons per 
acre per day, compared to the 600 gallons per acre per day regulation), but the poor distribution 
over the STU suggested a much higher actual load to the effective STU. The orthophosphate 
measurements showed virtually no treatment in the STU, with reduction of orthophosphate only 
in the groundwater, probably due to dilution.  

Cogger et al. (1988) support the idea that higher loading rates lead to increased leaching 
of phosphates to groundwater. In their experiment, they sampled groundwater 0.5 m down-
gradient from STU trenches with different loading rates (1, 4 and 16 cm/day) in Virginia. They 
found that higher loading rates of STE resulted in a higher concentration of soluble P in 
groundwater. They attributed this relation to a higher soil pore-water flow velocity. As the flow 
velocity increases, there is less time for equilibration to occur between soil particles and P. There 
is also less time for complete adsorption/precipitation to occur. As a result, less P is retained at 
higher velocities. Their findings seem to support findings of other researchers (de Camargo et al., 
1979; Lance and Gerba, 1977), that there is a difference between fast and slow interactions of P 
in the soil. The fast interactions (kinetic sorption or precipitation) are independent of flow 
velocity which initially is the most important retention mechanism. The slower velocity-
dependent reactions (equilibrium precipitation or sorption) are more effective removal processes 
for slow soil-water velocities. More observations from Cogger et al. (1988) support the role of 
flow velocity in P leaching. In their study, some of the filtration beds were flooded with 
groundwater during winter, yet there was no flush of P into the groundwater. In contrast, 
groundwater down-gradient from the non-flooded filtration beds showed increased P levels 
during heavy rains. This suggests that desorption (the opposite of adsorption) is greatly enhanced 
by flow velocity changes, such as during heavy fall and winter rains. The levels of P in 
groundwater declined as the soil became drier. 

Zurawsky et al. (2004) studied mature STUs (23 and 44 years old) in calcareous and 
slightly calcareous sandy soils in Canada that have operated with no decline in redox conditions 
since their installation. When P is retained in association with Fe(III) solids, a situation that 
appears common below septic system tile beds, vulnerability to P remobilization appears to exist 
should redox conditions change (Zurawsky et al., 2004). Systems that experience an increase in 
STE loading may have an the increase of the degree of water saturation in the STU, which, in 
addition to increasing dissolved OM and NH4

+ loading, increases the likelihood that reducing 
conditions will develop. Results of their column tests, which included soil samples from the 
STUs, suggest that reducing conditions could lead to remobilization of previously immobilized 
P. An example of systems that are vulnerable to such change in loading rates is lakeshore 
cottages designed for seasonal use that are converted to permanent dwellings. It should be noted, 
that despite system stability in both of the sites in the study, distinct P-rich plums exist in 
groundwater underneath the STUs, with P concentrations of 1.3 and 4.9 mg/L (sampled in 
proximal plume cores; Robertson et al., 1998). 

Doyle et al. (2005) measured STE components that can precipitate and form phosphate 
minerals. They found, based on STE constituents and saturation indexes of different minerals, 
that precipitation of hydroxyapatite is very likely immediately after STE is release to the soil. 
With further infiltration of wastewater into the soil, the soil pore water becomes less saturated 
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with phosphates and calcium, and adsorption becomes a more important attenuation mechanism 
of P until the wastewater reaches the water table. Doyle (2006) also found that P attenuation in 
STUs cannot be explained by equilibrium processes alone, based on comparisons of batch tests 
with field scale data. This suggests that kinetic precipitation, and possibly kinetic desorption, 
occur in STUs – phenomena that are much harder to model than equilibrium sorption and 
precipitation. 

2.4.3.2 Phosphorus Attenuation with Depth 
Only 11 sources describing 30 experiments were found in the literature which report P 

concentrations with depth in STUs. The distinction of one experiment from another is by a 
change of conditions, such as loading rates, different location (for field experiments), and soil 
types. Unfortunately, 27 of the 30 experiments reported only a single value of P concentration 
with depth. In some of the articles the P concentration was reported as total P, in some it was 
reported as PO4

3--P concentration, and in some it was mentioned as PO4
3-. A summary of the 

experiments’ results, as C/Co (ratio of concentration in soil pore water and concentration in the 
STE) versus depth, are presented in Figure 2-10. 

Figure 2-10a is consistent with the findings of Zurawski et al. (2004), who found that the 
first ~0.5 m below the infiltrative surface, which they called the “High-P zone”, were enriched 
with retained P compounds. In their study, concentrations of P deeper than 0.5 m were quite low 
(but still higher than background levels). P concentrations were determined based on the amount 
of P and Fe compounds that leached from samples, taken from different depths in the STU, when 
redox conditions changed. Figure 2-10a suggests that, based on several experiments, total P 
concentration in soil pore water decreases drastically about 1 m below the infiltrative surface. 
However, it is not known if this trend is meaningful or is simply due to the sparse data points 
below 1 m. 

Figure 2-10b, shows a similar concept but for phosphate-reported concentrations. In this 
graph, a greater scatter in the reported values at depths below 1 m is observed. Again, it is 
difficult to be conclusive about P attenuation based on this plot because most of the data points 
below 1.5 m are taken from only two experiments reported in the same reference. One of these 
experiments measured STE discharge from a soak-well rather than a conventional STU. Under 
soak-well conditions we can assume a continuous flow, which would result in increased P levels 
in the soil, as was observed in the experiment. 
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a)   

b)   
 
Figure 2-10. Attenuation of (a) Total P with Depth in STU Pore Water, and (b) Attenuation of PO43- with Depth in STU 
Pore Water. 

 

It is important to remember that the plots demonstrate P attenuation in STU pore water 
(i.e., soluble P). The amount of all P forms in the STU (soluble, mineral and organic) does not 
necessarily decrease with time. In fact, crystallization of P minerals indicates removal of soluble 
P from soil pore water and minimization of the risk of P leaching into groundwater, as long as 
conditions do not change drastically in the STU. Unlike inorganic N compounds, which can be 
theoretically removed from the soil by denitrification, P that is not leached into groundwater 
accumulates in the STU and is effectively removed from the infiltrating wastewater. 
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2.4.4 Conclusions 
STE-derived P is involved in several chemical processes in the STU, including 

degradation of polyphosphates to orthophosphates, adsorption and precipitation. Adsorption of 
orthophosphates is usually considered a two-phase reaction (with an instantaneous/equilibrium 
phase and a kinetic phase) in the STU, and depends on available sorption sites and soil 
constituents, with iron and aluminum oxides and hydroxides having the highest capability to 
adsorb. Sorption is also pH and redox-state dependent. Precipitation is considered to occur in 
several steps, with different kinetic rates (e.g., Doyle, 2006; Enfield et al., 1981), and also is 
dependent on pH, soil constituents, aqueous concentrations of P and other ions, saturation of the 
soil, solubility constants, and flow rate of wastewater in the STU.  

Most of the P-soil interaction data found in the literature appear to be in the form of batch 
tests. These are meant to determine primarily equilibrium adsorption capabilities of the soil. 
However, these experiments do not investigate kinetic behavior, nor provide long-term 
projections for precipitation of phosphate compounds, which is a much slower process than 
adsorption. A few studies explored long-running septic systems with regard to P behavior in 
STUs (e.g., Robertson et al., 1998; Zuwarsky et al., 2004). These show that with time, P plumes 
can develop in groundwater under STUs, even if the systems appear to be working properly. 
High HLRs or uneven distribution of STE in the STU contribute to P leaching from STU, as well 
as lack of a clogging zone across the infiltrative surface of the STU trenches.  

However, not enough information exists in the literature to determine the P retention in 
the STU based on soil type, mostly because P attenuation processes are not fully understood and 
hard to model. Without a regulatory limit on the amount of P allowed in groundwater, it is 
challenging to accurately predict P removal in an STU, and may require multivariate statistical 
analysis on the data collected in this review. 

 

2.5 Microorganisms 
2.5.1 Background 

A wide range of human-pathogenic microorganisms, which include enteric viruses, 
enteropathogenic bacteria, and protozoa are found in STE (Table 2-4). In soil-based OWTS, the 
STU is expected to remove and/or inactivate these biological contaminants, preventing their 
transport to surface or groundwater. Removal and inactivation of pathogens depends on system 
design parameters and soil properties and the dynamic interaction between these.  

Among the most important OWTS design parameters are the distance to groundwater or 
surface water, HLRs, and/or dosing schedules. Most onsite wastewater codes require a minimum 
separation distance of 45 cm between the infiltration zone of the STU and the seasonal high 
water table or saturated zone, irrespective of soil characteristics (U.S. EPA, 2002a). However, 
the effectiveness of these separation distances can be significantly influenced by the loading rate 
and dosing pattern, as well as by soil properties, and are not necessarily designed for optimal 
removal of all types of pathogens. Soil properties considered to be important in pathogen 
removal include texture, structure, pH, temperature, and the presence of a biomat and its 
associated biotic community (Canter and Knox, 1985; Gerba and Goyal, 1985; U.S. EPA, 
2002a). The biomat is a layer of organic and inorganic debris that includes bacteria and their 
excreted extracellular polymers (Ronner and Wong, 1994). This layer accumulates at the 
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soil/STE interface and is approximately 2.5 cm thick  (U.S. EPA, 2002a). As the biomat 
develops, it forms a clogging layer in the soil, which slows infiltration of STE, allowing for 
unsaturated conditions to be maintained below (Van Cuyk and Siegrist, 2001). These properties 
interact with STE, controlling infiltration, particle retention, oxygen availability and degree of 
soil saturation, all of which are considered important in pathogen removal. 
 

Table 2-4. Concentration of Selected Pathogens Found in STE and their Infectious Dose. 

Pathogen # in STE  
(per 100 ml) 

Infectious dose  
(# of organisms) 

Enteric viruses 0-107a 1d 

Enteropathogenic E. coli 105-108a 10 for O157:H7b 

106-107 for other species 

Clostridium perfringens 103-105c 108b 

Pseudomonas aeruginosa 103-104c  
Salmonellae 0-107a 15-20b 

Shigellae 0-107a 10b 

Vibrio cholerae 0-107a 106b 
Giardia lamblia 103-104 1b 

Cryptosporidium parvum 101-103 1b 

Entameoba histolytica 0-105a 1b 

a (Feachem et al., 1980) 
b (US Food and Drug Administration, 1992) 
c (Crites and Tchobanoglous, 1998) number is reported for STE and raw wastewater 
d (Bitton, 1980) 

 

This chapter summarizes the literature on removal and inactivation of three groups of 
pathogenic microorganisms found in STE (viruses, bacteria, and protozoa) and evaluates the 
mechanisms of removal . Those properties of soil-based treatment systems that most influence 
microorganism removal are also identified. The discussion emphasizes factors that can be 
manipulated through changes in system design, or for which data are readily available in printed 
sources, such as soil surveys, or easily obtainable in the field.  

The large differences in physicochemical properties among the three groups of organisms 
considered dictate that their removal be examined separately, since the factors influencing their 
fate are likely to differ. For example, when removal of fecal coliforms, a commonly used 
indicator of water contamination by STE, and viruses are compared (Figure 2-11), there are 
several instances where bacterial removal rates overestimate virus removal rates, while in other 
instances virus removal overestimates bacterial removal. Although seemingly small, the 
differences in removal rates can translate into large differences in bacterial or viral numbers 
because they are often present in STE at high concentrations. For example, a review by Lowe et 
al. (2007) found reports of 103-108 fecal coliforms/100 ml of STE. A removal rate of 99% would 
still leave up to 106/100 ml. In comparison, the EPA’s National Primary Drinking Water 
Standards call for a maximum contaminant level (MCL) goal for fecal coliforms of zero per 100 
ml (U.S. EPA, 2008a). The use of fecal coliform removal as a predictor of viral fate is also 
questionable because viruses, through their protective protein coats and envelopes, are more 
resistant to environmental stresses and remain infective in the soil longer than bacteria (Canter 
and Knox, 1985).  
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Figure 2-11. Relationship between Fraction of Bacteria Removed and Fraction of Virus Removed in Soil (dotted line 
indicates a 1:1 relationship). 

 

2.5.2 Viruses 
Viruses are extremely small (20-350 nm) (Bitton, 1980) infectious particles that cannot 

replicate outside of a host cell. They consist of single or double-stranded DNA or RNA within a 
protein shell, which in some cases is covered by an envelope of lipids or lipoproteins. Viruses 
replicate by attaching to and penetrating the host cell, taking over the host cell’s own replication 
mechanism to multiply. Once the virus particles are mature, the host cell lyses to release the 
viruses. Viruses can infect all types of cells – plant, animal, and bacterial – but are usually 
specific to a certain host. Enteric viruses found in STE – which multiply in the intestinal tract of 
humans and animals and are excreted in large numbers – are of particular concern from a public 
health perspective. These include enteroviruses (poliovirus, echovirus, and cocksackievirus), 
Norwalk viruses, rotaviruses, reoviruses, caliciviruses, adenoviruses, and hepatitis  A virus 
(Crites and Tchobanoglous, 1998). These viruses cause a variety of symptoms including severe 
diarrhea, respiratory illness, eye infections, and paralysis.  

Enumeration of viruses often involves using a plaque-forming assay. The virus is mixed 
with a high density of the host cells and poured on a plate containing a solidified growth 
medium, such as nutrient agar. After incubation, zones of clearing, or plaques, are counted, with 
the assumption that each virus particle gave rise to one zone of clearing. The concentration of 
viruses is given in plaque forming units (pfu) per unit volume. 

Because of the personal and public health risks posed by conducting studies using 
infective human viruses, studies of virus fate and transport in wastewater are often carried out 
using bacteriophages – bacterial viruses – as surrogates for human viruses Chu et al., 2003; 
(Powelson et al., 1990; Van Cuyk et al., 2004). For this purpose, a bacteriophage is chosen that 
has similar physical properties, such as size, shape, and isoelectric point (pI), to a human enteric 
virus. Proper matching is important because the physicochemical properties of viruses are 
thought to control their environmental fate. For example, differences in the size and 
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conformation of the protein shell or envelope are thought to affect viral fate in soil, while the pI 
determines the net charge of the virus and thus its fate and transport. At pH values above the pI, 
the virus will have a net negative charge, while pH values below the pI result in a net positive 
charge. At low pH values, this may lead to an attraction to soil particles, which generally have a 
net negative charge, resulting in removal of the virus from the infiltrating wastewater. 

Human viruses are not part of the normal fecal flora, but occur only in infected persons. 
This means that viruses are found intermittently in STE. It is estimated that the feces of an 
infected person may contain between 106 and 1010 viral particles/gram (Kowal, 1982; Feachem et 
al., 1983), resulting in their presence in STE at high levels. Hain and O’Brien (1979) sampled 
STE from three septic tanks and found numbers of enteroviruses capable of infecting HeLa cells 
(a human cell line) to range from 1.6 to 3.7 x103 pfu/L of STE. Feachem et al. (1980) reported 
numbers of enterovirus in STE to be 0 to 108 viruses/L of STE. Because the infective dose for 
viral infection can be as low as 1 organism (Bitton, 1980), and the concentration of virus in STE 
can be high, very high removal rates in the STU are necessary to minimize their transport to 
ground and surface water.  

When viruses do penetrate the vadose zone below the STU and enter into groundwater, 
they have extended survival times and are capable of moving long distances in groundwater. For 
example, Vaughn et al. (1983), in a study of a shallow, sandy soil aquifer contaminated with a 
wastewater leachate plume, recovered human virus particles at a horizontal distance of 67 m 
(219.8 ft) and a vertical distance of 18 m (59 ft) from a leaching pool system. Scandura and 
Sobsey (1997) seeded septic systems with a bovine enterovirus and found rapid and extensive 
contamination of groundwater, with 908 pfu/L present 2 days after seeding at a distance of 35 m 
(114.8 ft). Schaub and Sorber (1977) found indigenous enteroviruses present 18 m (59 ft) below 
and 183 m (600.4 ft) away from a rapid infiltration site composed of silty sand and gravel. 
Viruses in surface water can also travel significant distances. In a study of marine viruses in 
Lake Geneva, Switzerland, high concentrations were found up to 3 km (1.9 mi) from the 
injection site (Goldscheider et al., 2007). 

2.5.2.1 Removal/Inactivation of Viruses 
Passage through the septic tank does not dramatically decrease virus populations (Canter 

and Knox, 1985; Van Cuyk et al., 2001). Feachem (1980) reports that septic tanks remove only 
50% of virus from wastewater inputs. Thus septic systems rely on the STU to remove viruses 
before they reach groundwater or surface water. Many researchers have attempted to identify 
specific soil properties important to virus removal (Chu et al., 2003; Goyal and Gerba, 1979; Han 
et al., 2006), with most published studies limited to column studies and a few field investigations 
( Field et al., 2007; Scandura and Sobsey, 1997).  

Because of the extremely small size of most viruses, there is thought to be limited 
removal through mechanical filtration. Hence, removal of viruses in the subsoil, when it takes 
place, is mainly attributed to adsorption, which depends on pH, OM content (Powelson et al., 
1991), exchangeable Fe content (Gerba et al., 1975), soil texture (Gerba et al., 1975), presence of 
divalent cations (Moore et al., 1982), extent of water saturation ( Lance and Gerba, 1984; 
Powelson and Gerba, 1994; Sobsey et al., 1980;  ), and the particular strain of virus (Goyal and 
Gerba, 1979). The multiplicity of factors controlling virus transport makes it difficult to pinpoint 
which are most important. Indeed, different factors may be important for different combinations 
of soil and virus. 
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2.5.2.2 Role of Soil Texture, Structure and Depth 
Figures 2-12 and 2-13 summarize data from eight different soil column studies that 

examined virus removal as a function of soil texture and depth. These data show that neither 
texture nor depth of soil, which may be important for the removal of larger particles, correlate 
particularly well with virus removal. Where more than one value of removal rate is shown for a 
particular depth or texture, other properties may have varied within a particular experiment. 
These results are in agreement with the hypothesis that virus removal does not take place by 
filtration – at least not in laboratory-based column experiments, wherein the water content is 
generally strictly controlled. In field situations, however, texture and depth may play a role in 
virus removal by dictating whether saturated or unsaturated conditions prevail in the soil below 
the infiltrative surface. As stated previously, soil structure may also be important in virus 
removal by determining whether preferential flow paths may form, allowing percolating STE to 
bypass large volumes of soil, carrying virus particles with it. Preferential flow paths are 
associated with well-structured soils, such as those with high clay content. In a study using intact 
soil cores, Pang et al. (2008) found a viral reduction of only 0.1 to 2 orders of magnitude m-1 in a 
clayey soil in comparison with other, less structured, soils which removed 2 to 3 orders of 
magnitude m-1. McLeod et al. (2001), using the same intact soil core method, found that large 
numbers of a Salmonella phage exited from a well-structured clay soil and from a sandy soil that 
was shown to foster finger flow. 

A - Chu et al., 2003 - column study
B - Jin et al., 2000 - column study
C - McLeod et al., 2001 - intact soil large column study
D - Pang et al., 2008 - intact soil large column study
E - Powelson et al., 1990 - column study
F - Van Cuyk et al., 2001 - column study
H - Van Cuyk and Siegrist, 2007 - column study
I - Dowd et al., 1998 - column study
J - Sobsey et al., 1980 - column study

1   φX174
2 - MS-2 
3 - Salmonella phage
4 - PRD1
5 - Qβ 
6 - PM2 
7 - poliovirus
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Figure 2-12. Relationship between Soil Texture and Fraction of Viruses Removed in Soil. 
(dotted line indicates complete removal) 
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A - Chu et al., 2003 - column study
B - Jin et al., 2000 - column study
C - McLeod et al., 2001 - intact soil large column study
D - Pang et al., 2008 - intact soil large column study
E - Powelson et al., 1990 - column study
F - Van Cuyk et al., 2001 - column study
H - Van Cuyk and Siegrist, 2007 - column study
I - Dowd et al., 1998 - column study
J - Sobsey et al., 1980 - column study
K - Vaughn et al., 1981 - field study, recharge basin

1   φX174
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3 - Salmonella phage
4 - PRD1
5 - Qβ 
6 - PM2 
7 - poliovirus
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Figure 2-13. Relationship between Treatment Depth and Fraction of Viruses Removed in Soil. 
Dotted line indicates complete removal. 

2.5.2.3 Role of the Unsaturated Zone 
Many studies have shown that the presence of an unsaturated zone is important for virus 

removal ( Powelson et al., 1990; Powelson and Gerba, 1994; Sobsey et al., 1980). This may be 
due to the establishment of a negative water potential gradient, which causes water to flow into 
finer soil pores, allowing for more contact of virus particles with soil particle surfaces (U.S. 
EPA, 2002a), or to partitioning of the virus to the air-water interface  Powelson et al., 1990; 
(Trouwborst et al., 1974). Sobsey et al. (1980) found that sandy and organic soils showed poor 
viral adsorption for poliovirus and reovirus under saturated conditions, but removed 95% of 
viruses suspended in wastewater under unsaturated conditions. However, after subsequent 
addition of simulated rainfall, considerable quantities of virus were eluted. Conversely, columns 
containing clay soils under unsaturated flow conditions removed >99% of virus and did not 
release it under simulated rainfall conditions. Powelson et al. (1990) found little adsorption of 
bacteriophage MS-2 in a loamy fine sand under saturated conditions, but strong removal under 
unsaturated conditions. In addition, only 39% of the virus could be accounted for under 
unsaturated conditions (vs. 100% under saturated conditions) after desorbing the virus from the 
soil, indicating that virus inactivation took place. In a sandy alluvial soil, Powelson and Gerba 
(1994) found that virus removal rates were three times higher under unsaturated than saturated 
flow for the three types of virus studied – MS-2, PRD-1, and poliovirus.  

As long as sufficient separation distance exits between the infiltrative surface and the 
groundwater, unsaturated conditions can be maintained by manipulating HLR and dosing 
schedules. Vaughn et al. (1981), in a study of groundwater recharge using tertiary treated 
effluent, found that high loading rates (75-100 cm/h; 2.5-3.3 ft/h) led to removal rates of only 
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58% for poliovirus, while a rate of 6 cm/h (0.2 ft/h) improved removal rates to >99% through 75 
cm (2.5 ft) of soil. 

2.5.2.4 Role of Soil pH 
Batch studies – in which a virus suspension and soil are mixed in a flask under laboratory 

conditions – show that adsorption of the virus to the soil is more efficient when the pH of the soil 
is below the isoelectric point (pI) of the virus. Under these conditions the viral particle either has 
no charge or a net positive charge (Gerba et al., 1975). According to Gerba et al. (1975), the pI 
for most enteroviruses is below 5.0. In batch studies with nine different soils conducted by Goyal 
and Gerba (1979), pH was found to be the only significant factor in controlling adsorption for 
five different viruses, and a negative correlation, although not significant at P < 0.05, was 
observed with pH for adsorption of four other viruses. Soil below pH 5.0 was found to be the 
best adsorbent. In the case of soils receiving STE, which has a near neutral or slightly basic pH 
(Canter and Knox, 1985), the saturated soil at the infiltrative surface tends to have a pH near 
neutral, which is not optimal for virus adsorption. However, the unsaturated zone below the 
biomat may possess an acidic pH. This was illustrated in studies using STU mesocosms where 
Potts et al. (2004) and Patenaude et al. (2008) found the pH of water draining from intermittently 
aerated, unsaturated lysimeters to be approximately 4.5 even though STE inputs had a neutral 
pH, probably due to acidifying processes such as nitrification.  

Although Goyal and Gerba (1979) propose that virus adsorption is better at a pH below 
5.0, analysis of results from nine different published studies on virus removal suggests that this is 
not always the case (Figure 2-14). Notably, there are few studies using soil with a pH of <5.0. 
Furthermore, it appears that at pH > 7.0 virus removal decreases, which is in agreement with 
Canter and Knox (1985), who indicate that virus removal is rapid and effective at pH < 7.4. This 
indicates that there may be an optimal ratio between the number of sites in the soil available for 
adsorption and the ideal pH for virus adsorption based on the isoelectric point (pI). A soil’s 
generally net negative charge is primarily associated with the colloidal fraction of soil, which 
consists of clay-sized particles and humus. Colloids are considered highly reactive because, 
although they are very small (diameter <2 µm), they have a larger specific surface area per unit 
mass for surface reactions, such as virus adsorption, to take place relative to larger soil particles, 
such as sand.  

Humus, which has a high net negative charge density under neutral or alkaline 
conditions, probably does not play a role in virus adsorption in the subsoil, since it is naturally 
found in low concentration in the lower regions of the soil profile. In contrast, clay minerals can 
be present throughout the soil profile, including soil below the infiltrative surface. The 
permanent, or pH-independent, negative charge on clay minerals comes from isomorphous 
replacement of ions (e.g., Al3+ with Mg2+). The variable, or pH-dependent, negative charge of 
clay minerals is associated with OH- groups on the edges of clay plates and charges associated 
with Al- and Fe-hydroxides (Stevenson, 1994; Brady and Weil, 2002). At low or moderately acid 
pH values, clay minerals lose their net negative charge because of protonation of reactive groups 
(e.g., a hydrogen ion, H+, is attached to the negatively charged sites), lowering their ability to 
interact with virus particles. The term “clay” can refer to clay-sized particles or to clay minerals. 
Studies of virus adsorption often refer to specific clay minerals, but others do not distinguish 
between the two. This makes interpretation of the results difficult. For instance, Scandura and 
Sobsey (1997) state that soils containing a minimum of 15% clay are good for virus removal. 
However, these authors did not distinguish between clay-sized particles and clay minerals, but 
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described the soil used in their study as being in the Norfolk series and kaolinitic. If so, the 
observed virus removal may be due to the high density of negative charges on kaolinite colloids.  
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A - Chu et al., 2003 - column study
B - Jin et al., 2000 - column study
C - McLeod et al., 2001 - intact soil large column study
D - Pang et al., 2008 - intact soil large column study
E - Powelson et al., 1990 - column study
F - Van Cuyk et al., 2001 - column study
H - Van Cuyk and Siegrist, 2007 - column study
I - Dowd et al., 1998 - column study
J - Sobsey et al., 1980 - column study

1   φX174 isoelectric point (pI) 6.6
2 - MS-2 pI 3.9
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4 - PRD1 pI 4.2
5 - Qβ  pI 5.3
6 - PM2 pI 7.3
7 - poliovirus

 
Figure 2-14. Relationship between pH and Fraction of Viruses Removed in Soil. 
(dotted line indicates complete removal) 

2.5.2.5 Role of Organic Matter 
Because inputs of plant detritus generally enter the soil at or near the soil surface, STU 

soils, which are considerably deeper in the soil profile, typically have low levels of soil OM. In 
contrast, STE has high concentrations of dissolved and particulate organic material, usually 
measured as 5-day biochemical oxygen demand (BOD5) and total suspended solids (TSS). 
Organic material is primarily removed in the septic tank and at the infiltrative surface (U.S. 
EPA, 2002a). However, a fraction of the colloidal and soluble organic material in STE penetrates 
into the unsaturated zone, where it can compete with viruses for adsorption on clay particles 
(Crites, 1985). Pieper et al. (1997) found that three times more bacteriophage PRD-1 moved 
through an aquifer contaminated with sewage than through an uncontaminated zone. Similarly, 
Powelson et al. (1991) concluded that virus removal was enhanced in columns containing lower 
levels of dissolved and colloidal OM.  

2.5.2.6 Miscellaneous Factors 
Other properties found to affect virus adsorption include the ionic strength of the 

infiltrating water and hydrophobic partitioning. Adsorption of viruses may occur even when soils 
and viruses are both carrying a negative charge. In waters of near neutral pH with high ionic 
strength (such as STE), divalent cations such as Ca2+ and Mg2+ can coat the viral surfaces, giving 
them a positive charge which allows them to attach to soil particles (Canter and Knox, 1985). 
Han et al. (2006) found that in columns filled with chemically heterogeneous (hydrophobic and 
hydrophilic) glass beads, virus retention increased as the ionic strength of the medium increased. 
Hydrophobic partitioning, which involves interaction between hydrophobic regions of virus 
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particles and those found in soil OM, also has been suggested as a mechanism for virus removal 
(Bales et al., 1991).  

Age of the STU may also affect virus adsorption. Van Cuyk and Siegrist (2007), in a mini 
(4 cm) column experiment aimed to model effects of the changing infiltrative surface on virus 
removal, found that as the system aged and a biofilm began to form, removal of MS-2 and PRD-
1 generally improved. 

Faulkner et al. (2003) notes that septic system effluents can be expected to contain 
significant amounts of household surfactants. In this context, Thompson and Yates (1998) 
demonstrated that addition of a surfactant can enhance MS-2 survivability by the concurrent 
increase in air-water interfacial tension. More recently Chattopadhyay et al. (2002) found that 
addition of anionic surfactants tends to increase viral inactivation, and that the effects of 
surfactants on sorption varies depending upon the hydrophobicity of viral surfaces. 

2.5.3 Bacteria 
Bacteria are single-celled microorganisms with diameters ranging from 0.3 to 2.0 µm. 

Unlike eukaryotic cells that contain membrane-bound organelles, bacteria do not contain a 
membrane-bound nucleus, and are considered prokaryotes. Most species replicate by binary 
fission. There are about 1013 bacteria in the human digestive tract, with members from 500 to 
1000 species present (Sears, 2005). In the case of individuals infected with a pathogenic bacterial 
species, large numbers may be shed in the feces. For example, Salmonella can be present in STE 
at concentrations of 107 cells/100 ml (Feachem et al., 1980). Other human-pathogenic bacterial 
species can be present in wastewater and STE at levels ranging from 103 to 108 (Table 2-4). 
These bacteria can cause symptoms ranging from severe diarrhea to acute respiratory illness. In 
the case of immune-compromised individuals or the very young or elderly, death may result 
from infection. The infectious dose for bacterial species covers a wide range (Table 2-4), but 
infections can be caused by as few as 10 cells. As with viruses, this low infective dose coupled 
with the high numbers that may be present in STE from an infected individual’s household, leads 
to a requirement for extremely high removal rates exceeding three orders of magnitude.  

While 50-90% of the pathogenic bacterial load of raw wastewater may be removed in the 
septic tank (Feachem et al., 1980), removal in the STU is a function of predation (Crites, 1985), 
exposure to adverse conditions such as low temperatures (Crites, 1985), inability to compete 
with indigenous bacteria (Yates and Gerba, 1998), mechanical filtration (Canter and Knox, 
1985), adsorption (Canter and Knox, 1985), sedimentation (Sobsey and Shields, 1987), and flow 
rate (Ausland et al., 2002). Much of our understanding of the fate of fecal bacteria in STU soils 
stems from studies using fecal coliforms, E. coli, and fecal enterococci. These organisms are 
used as indicators of human fecal contamination in ground and surface waters, and some 
members of these groups are human pathogens. Because bacterial species vary widely in their 
ecology and physicochemical properties, the fate of these organisms is likely not representative 
of all enteropathogenic bacteria found in STE.  

2.5.3.1 Role of Filtration 
Unlike reduction of viruses, mechanical filtration plays an important role in the removal 

of bacteria from STE. This is due to the comparatively greater size of bacteria, which are 
approximately 100 times larger than viruses. Filtration takes place at the biomat (Gerba et al., 
1975) and/or in the underlying unsaturated zone. Although various studies point to the 
importance of the biomat in bacterial removal (e.g., Van Cuyk and Siegrist, 2001), Potts et al. 
(2004) in their study of aerated STU mesocosms showed that a conventional biomat may not be 
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necessary for high removal rates of fecal coliforms if it is replaced with a zone of active aeration. 
Miles et al. (2007) also noted the importance of a zone of aeration around infiltrative surfaces to 
provide for coliform removal in pressure-dosed systems. Bacteria that do infiltrate through the 
biomat can be removed by filtration in the underlying soil if unsaturated conditions prevail 
(Stevik et al., 2004). Under these conditions, water moves into smaller pores at a lower velocity, 
which may result in higher removal rates than those found in saturated conditions, where water 
flows at a higher velocity and bypasses small pores.  

2.5.3.2 Role of Texture and Depth 
Soil texture plays a part in mechanical filtration of bacteria by dictating soil pore size 

distribution. For example, Ausland et al. (2002) found that fecal coliform removal was more than 
three orders of magnitude greater in unsorted fine sand than in 2 to 4 mm aggregates. However, 
analysis of data from 12 studies, four of which are field-based, suggests that, although coarser 
textured soils are much less efficient at removing bacteria than finer textured soils, the depth of 
the treatment soil is more important (Figures 2-15 and 2-16). Typically, a minimum of 0.5 m (1.6 
ft) of soil is needed for removal close to 100% (Figure 2-16). The analysis of the reviewed data 
is in agreement with the findings of Hagedorn (1984), who concluded in a review article that 0.3-
0.9 m (12-36 in.) of unsaturated soil were necessary for acceptable bacterial removal rates, 
although Karathanasis et al. (2006) (Figure 2-16) saw removal rates for fecal coliform bacteria of 
only 64% in 60 cm (2 ft) of a clay loam soil. Similar conclusions were drawn by Beal et al. 
(2005) and Gill et al. (2007), who suggest a slightly greater depth of 0.6-0.9 m (24-36 in.) of 
unsaturated soil is necessary. Karathanasis et al. (2006) in a study that evaluated bacterial 
removal at soil depths of 0.3, 0.45, and 0.6 m (12, 18, and 24 in.) using undisturbed soil 
monoliths of ten different soil types found that 0.6 m (24 in.) of soil provided the best and most 
consistent performance regardless of soil texture. Karathanasis et al. (2006) hypothesized that 
soil macroporosity, which results from more defined soil structure, is more common in some 
finer textured soils. Higher macroporosity would lead to preferential flow through the larger 
pores and, therefore, less removal of bacteria through mechanical filtration.  

Conversely, in a study of intermittently aerated leachfield mesocosms containing 7.5, 15, 
or 30 cm of silica sand (diameter 0.71-0.21), URI found the removal of fecal coliform bacteria 
over time to be unaffected by depth (Amador et al., 2008). Average removal rates were 82.4%, 
92.3%, and 85.7% for the three depths, respectively. A previously published study (Atoyan et al., 
2007), using 30 cm of native soil (92% sand, 8% silt), found removal rates ranging from 99.94% 
to 100%. These results suggest that at depths ≤ 30 cm, depth may not be important for pathogen 
removal. Higher removal rates found in the Amador et al. (2008) soil mesocosm study at 30 cm 
may be due to differences in texture; however, they may also be due to differences in the age of 
the systems. The soil mesocosm study used lysimeters that had been in operation for 
approximately three years prior to the start of the experiment, while the sand mesocosm study 
examined lysimeters for the first 11 months of operation. Although the presence of a biomat was 
not observed in either study (intermittent aeration serving to prevent its formation), longer 
running times may serve to allow for development of biotic and abiotic conditions favorable for 
bacterial removal. 
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Figure 2-15. Relationship between Soil Texture and Fraction of Fecal Coliforms and E. coli Removed in Soil. 
(dotted line indicates complete removal) 
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Figure 2-16. Relationship between Treatment Depth and Fraction of Fecal Coliform Bacteria and E. coli Removed in Soil. 
(dotted line indicates complete removal) 
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2.5.3.3 Extent of Soil Saturation 
As is the case with viruses, the presence of an unsaturated zone, which results in a 

prolonged STE retention time and maximum contact of STE with the soil, is thought to improve 
bacterial removal rates (Beal et al., 2005). This is due to forcing water into smaller soil pores, 
where bacteria will be either filtered out or more effectively adsorbed to soil. In addition, 
unsaturated flow is less susceptible to forming preferential flow paths. Higher aeration, which is 
associated with coarser-textured unsaturated soils, may also support higher numbers of protozoa 
and nematodes – both of which graze on bacteria. This may lead to higher removal rates of 
pathogenic bacteria (Amador et al., 2006). However, Harrison et al. (2000) in a field study of 
septic systems located in coarse-textured glacial outwash, found a removal rate for fecal coliform 
bacteria of only 91% through 1 m (3.3 ft), resulting in 106-107 bacteria/L.  

2.5.3.4 Hydraulic Loading Rate 
Individually, a number of studies using variable HLRs ( Ausland et al., 2002; Potts et al., 

2004; Stevik et al., 1999) suggest that an increase in HLR corresponds with a decrease in 
bacterial removal. However, when these data are analyzed together, the effects of HLR are not as 
clear (Figure 2-17). For example, Van Cuyk et al. (2001) found identical removal rates for HLRs 
of 5 and 8.4 cm/day (2 and 3.3 in./day). Analysis of results from eight laboratory studies with 
HLRs ranging from 1.5 to 12 cm/day (0.6 to 4.7 in./day) (Figure 2-17) shows that there is 
considerable variability in removal rates at loading rates <4 cm/day. In general, it appears that 
bacterial removal is not particularly sensitive to HLR. This is counterintuitive, since higher rates 
reduce retention time, increase soil moisture, and increase the probability of formation of 
preferential flow paths. This is thought to result in lower removal of bacteria as there is less time 
for removal processes to occur in the STU. Other factors, such as oxygen availability, and system 
age, may be more important than HLR in controlling bacterial removal.  

 

 
Figure 2-17. Relationship between Hydraulic Loading Rate and Fraction of Fecal Coliform Bacteria 
and E. coli Removed in Soil. (dotted line indicates complete removal) 
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2.5.4 Protozoa 
Protozoa are unicellular, eukaryotic organisms – they contain membrane-bound 

organelles. Most species of protozoa are not harmful, and may actually have a beneficial role in 
wastewater microbiology by preying on pathogenic bacteria (Horan, 2003). Enteropathogenic 
protozoa, those capable of causing disease in the intestinal tract, can have a much more complex 
reproductive cycle than bacteria, including the formation of survival forms, such as cysts or 
oocysts. These cysts and oocysts are then excreted in large numbers from infected individuals. 
Cysts are very resistant to inactivation and can survive for long periods in the environment. 
Human-pathogenic protozoa, such as Cryptosporidium parvum, Entameoba histolytica, and 
Giardia lamblia, are not a normal component of the STE microflora and are present only when 
an individual is infected. When present, levels of cysts in STE range from 101 to 105/100 ml 
(Feachem et al., 1980). Giardia cysts range in size from 8 to 14 µm in length, Entameoba cysts 
are 10 to 15 µm in diameter, and Cryptosporidium oocysts are usually 4 to 6 µm in diameter 
(Crites and Tchobanoglous, 1998). As such, they are about 10 times the size of bacteria and 
mechanical filtration is likely to be the primary means of removal from STE. Microsporidia, such 
as Encephalitozoon sp., are also of concern. These are less likely to be removed through 
mechanical filtration, however, because of the extremely small size of their spores (1-5 µm). The 
infective dose for these protozoan species is often very low (Table 2-4) – theoretically, ingestion 
of one cell can cause disease – so high removal rates are necessary. Only a few studies are 
available on the removal of protozoan cysts in STU.  

2.5.4.1 Role of Texture and Depth 
According to Feachem et al. (1980), there may be no removal of protozoan cysts or 

oocysts (the forms that are found in the environment) in the septic tank. Because the primary 
removal mechanism for protozoan cysts is thought to be mechanical filtration, the soil texture, 
which dictates pore sizes, should play an important part in removal. For instance, Darnault et al. 
(2003) in a study of C. parvum removal found that 18 times more oocysts were present in the 
effluent from 18 cm thick profile of coarse-textured sand than from fine-textured sand. Less 
removal was seen in an undisturbed fine soil. This was probably due to preferential flow through 
macropores and wormholes. The influence of macropores was also highlighted by Bradford et al. 
(2006), who found few G. lamblia cysts transported through different grain-sized sands when 
suspended in a buffer solution. When manure was added to the suspension, the effluent 
concentration of cysts increased, due to filling of smaller straining sites. Analysis of data from 
three column studies (Figure 2-18) shows that removal of C. parvum oocysts is a function of soil 
texture. However, removal is less than 99% in all cases, sometimes greatly so, which may be due 
to differences in the depths of soil columns tested. The studies reviewed in this analysis were all 
column studies with media depths ≤18 cm, where depth does not seem to correlate well with 
removal (Figure 2-19). However, greater removal rates might be found with soil depths more 
closely resembling those found in STUs. 



 

 
2-44 

Soil Texture

fine illitic fine sand medium sand coarse sand

Fr
ac

tio
n 

re
m

ov
ed

0.5

0.6

0.7

0.8

0.9

1.0

1.1

A

AB

B

B

A

C

A - Darnault et al., 2003 - column study
B - Harter et al., 2000 - column study
C - Hsu et al., 2001 - column study  

 
Figure 2-18. Relationship between Soil Texture and Fraction of C. parvum oocysts Removed in Soil. 
(dotted line indicates complete removal) 
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Figure 2-19. Relationship between Treatment Depth and Fraction of C. parvum oocysts Removed in Soil. 
(dotted line indicates complete removal) 
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2.5.4.2 Additional Factors 
Bradford et al. (2006) suggests that, for smaller sized protozoa, chemical properties of 

both the organism and the infiltrating solution also play a part in dictating removal rates, 
although few studies have examined these variables. Hsu et al. (2001) examined the effects of 
ionic strength and pH on the removal of C. parvum and G. lamblia cysts. Higher electrolyte 
concentrations improved the collision efficiencies of both species leading to greater removal, 
while lower pH improved the removal of Cryptosporidium. 

2.5.5 Conclusions 
Based on examination of the literature, the following factors primarily control the fate 

and transport of viruses, bacteria, and protozoa in soil (Table 2-5):   

Viruses:  Neither soil texture nor treatment depth appear to be important controls on viral 
fate. In contrast, the interplay of virus isoelectric point, pH and clay mineralogy appears to be an 
important factor in determining virus removal, as is the level of dissolved OM in STE and the 
presence of unsaturated conditions below the infiltrative surface. 

Bacteria:  Removal of bacterial pathogens takes place primarily by mechanical filtration, 
a process that is governed by soil texture, treatment depth, and the presence of unsaturated 
conditions below the infiltrative surface. HLR does not appear to have a consistent effect on 
bacterial removal.  

Protozoa:  Mechanical filtration appears to be the main process for removal of protozoan 
cysts and oocysts from STE. 
 

Table 2-5. Summary of System and Organism Properties and Their Effects on Pathogen Removal Rate. 

Pathogen Property Effect on Removal Rate 
Viruses pH  
 Clay mineralogy  
 Soil texture – 
 Viral pI  
 Treatment depth – 
 Dissolved OM  
 Unsaturated conditions  
Bacteria Soil texture  
 Treatment depth  
 Hydraulic loading rate – 
 Unsaturated conditions  
Protozoa Soil texture  
 Treatment depth  
 = important effect 
– = little effect 

 

Optimizing removal of pathogenic organisms in conventional soil-based systems is a 
challenge because different factors control the fate of viruses, bacteria, and protozoa in STE. In 
principle, the use of soils with a sufficient amount of appropriate clay minerals would increase 
the probability of optimizing removal of viruses, bacteria and protozoa. However, soils with 
these properties are not evenly distributed in space, either requiring the use of engineered soils 
using imported clays minerals, or foregoing the benefits of virus removal in areas that lack 
appropriate clay minerals. In addition, the presence of high levels of clay minerals restricts 
infiltration, which would require an increase in the system’s infiltrative surface area. Alterations 
in these design parameters are also likely to affect biogeochemical processes involved in removal 
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of nutrients, such as P and N, which rely on a particular set of environmental conditions and/or 
sequence of events to take place. 

The majority of available peer-reviewed studies have been conducted at laboratory or 
pilot scales. Field-scale evaluations of pathogen removal are scant, and they focus on a particular 
type of organism, with little or no consideration of other functions performed by the STU. Future 
research should integrate field evaluation of the role of system design and soil properties in 
determining removal of different types of enteropathogenic organisms within the context of other 
STU functions, such as infiltration and nutrient removal. These data can then be used to develop 
predictive mathematical models that describe the various functions of the STU in terms of design 
parameters and available information on soil properties. Simplified versions of these models can 
be made available to designers to help improve system performance. 

 
2.6 Organic Pollutants 
2.6.1 Background 

Organic wastewater contaminants – often referred to as emerging contaminants, 
pharmaceuticals and personal care products, or organic micropollutants – are being detected in 
surface water and groundwater influenced by OWTS (Drewes et al., 2003; Hinkle et al., 2005; 
Zimmerman, 2004). This suggests that some current wastewater treatment systems are unable to 
eliminate these compounds from the effluent. Organic wastewater contaminants (OWC) include 
pharmaceuticals, detergents, surfactants, antimicrobial additives, toothpaste, and other personal 
care and cleaning products.  

The presence of OWCs in the aquatic environment is receiving increased public attention. 
Discover Magazine named the Toxic Substances Hydrology Program’s study “National 
Reconnaissance of Pharmaceuticals, Hormones, and Other Organic Wastewater Contaminants in 
Streams” conducted by Kolpin et al. (2001) as one of the top 100 science stories of 2002 (Kolpin 
et al., 2001; Discover, 2002). In March of 2008, Popular Science magazine ran an article entitled 
“Tainted Tap Water” which focused on an Associated Press story claiming it had found “traces 
of dozens of pharmaceuticals in the drinking water of an estimated 41 million Americans” (Dyer, 
2008). These two articles are just a small sample of the heightened public attention this topic is 
receiving. 

Within the Small Flows Program at the CSM Environmental Science and Engineering 
Division, Conn (2008) investigated the occurrence of OWCs in OWTS effluents as well as OWC 
concentrations with depth at the Mines Park Test Site. Preliminary indications suggest that 
triclosan was reduced to insignificant concentrations within 1.2 meters of infiltration in a sandy 
loam soil while nonylphenol was observed in the microgram per liter range after infiltrating 
through 2.5 meters of the STU. 

Several government agencies have invested in research efforts and are considering 
regulation of OWCs, demonstrating the perceived importance of these compounds as 
environmental contaminants. The U.S. Geological Survey (USGS) and the U.S. Environmental 
Protection Agency (U.S. EPA) are currently involved in many studies examining OWCs in 
wastewater. The U.S. EPA’s informational website http://www.epa.gov/ppcp includes a list of 
the current research efforts.  

The U.S. EPA moved toward applying water quality criteria to select OWCs with the 
release of a white paper report on June 3, 2008 (Aguirre et al., 2008). The water quality criteria 

http://www.epa.gov/ppcp�
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will be designed to protect aquatic life from a list of contaminants of emerging concern largely 
populated with OWCs. The listed contaminants have not yet been made public. This report uses 
17β-estradiol as an example for how to quantify effects on ecological systems. Some of these 
contaminants may demonstrate low acute toxicity, but cause significant reproductive effects in 
some organisms and thus require special attention. Because of this, the chronic toxicity tests in 
the 1985 guidelines for water quality criteria are not sufficiently comprehensive for OWCs. The 
white paper thus recognizes that regulations may need to be considered for some contaminants 
that do not have sufficient toxicity data to meet minimum guideline standards. 

Current USGS projects are posted on the website http://toxics.usgs.gov/regional/emc/. 
The U.S. EPA, USGS, and USDA have collaborated to form the Interagency Subcommittee for 
Pharmaceuticals in the Environment (PIE) which seeks to create a federal plan to research the 
issue of pharmaceuticals in drinking water. The report, originally expected to be released in the 
spring of 2008, has not been made publically available as of February 2009. An EPA 
informational website (http://www.epa.gov/waterscience/ppcp/basic.html) summarizes the topic 
and has a section addressing regulatory action. As of February 5, 2009 no specific contaminants 
are identified as requiring regulation. Statements have been made by various PIE personnel 
recognizing the ubiquitous appearance of pharmaceutical and personal care products in the 
environments. Modes of detections are described along with assurance of ongoing research and 
the need for regulation is expressed but no details are given (Hirsch, 2008; Larsen, 2008). 

Recent newspaper articles criticizing PIE’s inability to make the report available 
demonstrate the ongoing public interest on the topic. The article, “Water task force misses target: 
Still no plan to deal with drug contamination,” in the Seattle Post-Intelligencer, is an example of 
one of these articles (Mendoza, 2008).  

While OWCs are receiving a lot of interest from the U.S. EPA, regulations and MCLs 
have yet to be set for most of these compounds. Nonylphenol is a notable exception. The aquatic 
life criteria for 4-nonylphenol is presented in Section 2.6.4. As more information about the 
appearance and effects of OWCs in the environment becomes available, it is likely that more of 
these compounds will be assigned similar regulations.  

A thorough review of literature focusing mainly on the fate and transport of these 
compounds is summarized in this report. This review resulted in a selection of five out of 
hundreds of OWCs deemed most important and representative. The five chosen compounds are 
triclosan, nonylphenol, 1,4-dichlorobenzen, 17β-estradiol, and diclofenac. The information 
available for these five compounds is summarized in Appendix A. 

2.6.2 Methods 
Studies in peer-reviewed literature have focused on the occurrence and concentrations of 

selected compounds in streams, lakes, and groundwater impacted by wastewater. Most of the 
existing work focuses on scenarios where the OWC source to the environment was wastewater 
treatment plant effluents. For many compounds, the concentrations in the environment (streams, 
lakes, and rivers) are in the nanogram per liter (parts per trillion [ppt]) range (Kolpin et al., 
2001). In septic tank and wastewater treatment plant effluent, some compounds are commonly 
found in the microgram per liter (parts per billion [ppb]) range (Conn et al., 2006). In general, 
compounds from personal care products are found in concentrations up to three orders of 
magnitude higher than pharmaceuticals (Conn et al., 2006; Daughton, 2004; Heberer, 2002; 
Jones et al., 2002; Kanda et al., 2003; Kinney et al., 2006; Kolpin et al., 2001; Moldovan, 2006). 
The aqueous concentrations in the environment may be low for OWCs but the nature of these 

http://toxics.usgs.gov/regional/emc/�
http://www.epa.gov/waterscience/ppcp/basic.html�
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organic molecules and the low concentrations at which some have been shown to cause toxic 
effects is reason for concern (Larson et al., 2004; Lienert et al., 2007, McLeese et al., 1981; Oaks 
et al., 2002). Because these molecules are organic, they may sorb to OM in soil and solids in 
wastewater, and hydrophobic/lipophilic qualities cause them to concentrate in the fats and lipids 
of organisms. The degree of this partitioning can be quantified using a bioconcentration factor 
which is the concentration of compound found in the organism divided by the concentration in 
the organism’s habitat waters. Bioconcentration factors can be on the order of 1000 and higher 
for some organisms for many OWCs (Balmer et al., 2004; Coogan et al., 2007). 

Organic wastewater contaminants can have a wide array of ecotoxicological effects and 
negative impacts. Endocrine disrupting compounds are a subclass of OWCs that negatively 
influence reproductive development and hormone production and response in some organisms. 
This has been shown to cause “gender-bender” effects in some species of fish and amphibians 
causing populations to become predominantly female or male organisms to exhibit female 
qualities (Brown et al., 2003). Some OWCs affect other internal systems such as the renal system 
which can lead to kidney failure in some organisms (Oaks et al., 2002). Other compounds have 
been shown to be carcinogenic and/or mutagenic (Robertson, 1994). Antimicrobial compounds 
may contribute to the evolution of resistant strains of bacteria (Glaser, 2004; Singh, 2007; Suarez 
et al., 2007).  

Where OWTS sources are concerned, these compounds may be released into the STU 
from the effluent of the septic tank or other engineered treatment units. Based on the mechanisms 
for removal of these compounds from infiltrating water (aerobic biodegradation, sorption to soil 
particles), a well designed STU has the potential to reduce concentrations to negligible amounts 
for most OWCs, although the responsible microbiological, chemical, and physical mechanisms 
are not yet well understood. The fate and transport of the OWCs most likely to cause 
environmental and human health concerns in STUs needs to be characterized. The goals of this 
review are thus: 

♦ Identify the five OWCs that are most likely to be regulated in the future. 

♦ Use data and information from previous studies to best characterize relevant fate and 
transport characteristics in soil and groundwater for each contaminant. 

♦ Describe and summarize how the existing knowledge is applicable and relates to transport, 
transformation, and treatment in STUs below OWTSs. 

♦ Based on the existing information in the literature, hypothesize which STU design 
characteristics may be most effective in removal of each contaminant and in which STU zone 
treatment occurs. 

♦ Identify gaps in the current knowledge and understanding of the processes relevant to 
aqueous transport of contaminants in STUs and propose experiments that may aid in filling 
these gaps. 

To select the five OWCs for this study, many compounds were considered. Hundreds of 
OWCs have been identified in aquatic environments influenced by wastewater treatment system 
effluent. The compounds included in this list do not necessarily reflect the relative toxicity of 
compounds or the relative degree of occurrence. Some of these compounds, such as caffeine, are 
recalcitrant, but non-toxic and are studied simply as markers for wastewater in aquatic 
environments or the saturated subsurface (Verstraeten et al., 2005). 



 

State of the Science: Review of Quantitative Tools to Determine Wastewater Soil Treatment Unit Performance 
  

2-49 

Priority OWCs were selected based on an assessment of the compounds that are most 
likely to have environmental implications and most likely to be regulated. To be considered a 
priority OWC, a chemical must meet four major criteria points: 

♦ First, occurrence in onsite wastewater effluent must be ubiquitous; concentrations must be 
present in a large portion of onsite systems that utilize an STU. 

♦ Second, mean concentrations of priority OWCs in onsite system effluent must be high 
enough to likely cause impacts in groundwater and surface waters. For most contaminants we 
have chosen the microgram per liter range (i.e., ppb). For hormones and some 
pharmaceuticals the nanogram per liter range (i.e., ppt) is significant. 

♦ Third, priority OWCs must pose an ecotoxicological or human-health risk. Probable negative 
effects must be well documented in the literature. 

♦ Finally, priority OWCs or harmful degradants (i.e., daughter products) must persist in the 
subsurface environment. Any compound that is likely to be transformed to harmless 
byproducts in the soil is less likely to reach stream or groundwater systems. 

All OWCs found in the literature review were considered. For a complete list of sources 
see the biliography at the end of the report. Most contaminants were removed from the list 
because of evidence of no ecotoxicological effects or little to no appearance in OWTS. For this 
study, because of time limitations, complete analysis of selected compounds is not feasible. This 
constraint requires that a foundation of information about general fate and transport 
characteristics be available in the literature. Organic wastewater contaminants that have 
significant ecotoxicological effects and common appearance in wastewater are also more likely 
to have fate and transport study results. The remaining contaminants were rated qualitatively 
based on the criteria points. Table 2-6 summarizes this qualitative comparison for selected 
OWCs. This qualitative comparison considers information from peer-reviewed literature unique 
to each compound. Toxicity and risk, persistence in the environment, and appearance in onsite 
wastewater were evaluated based on studies available for the compound and qualitative 
evaluations were made for each criterion. 

Toxicity/Risk. If toxic effects were shown to besevere, a high risk was assigned. If 
possible toxic effects have been studied but not found and concentrations of the molecule were 
high, very low was assigned but the contaminant remained on the list. If environmental 
ecotoxicological effects have been shown to be mild but bioconcentration was shown to be high, 
a moderate toxicity/risk was assigned. 

Persistence. A contaminant that degraded completely in OWTS before reaching the STU 
was assigned a low persistence rating. A very high rating was assigned to contaminants that 
persist in the environment indefinitely. If nearly complete removal of the contaminant occured, 
"low" was assigned. If the contaminant is observed in the environment outside of OWTS, a 
minimum rating of moderate was assigned. If aqueous phase concentrations have been observed 
in surface waters or groundwater, persistence was considered to be high. 

Appearance. If a compound infrequently appears in onsite wastewater, it is assigned low 
appearance. A compound that appears in low concentrations (less than 1 ng/L for most 
compounds) also is assigned low appearance. For each contaminant, the concentration 
considered significant depends on concentrations shown to have ecotoxicological effects. 
Significant concentrations may be much lower than toxic concentrations where accumulation or 
bioconcentration is relevant. Any concentration above 10 µg/L in septic tank/onsite system 
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effluent or the environment is considered significant because of the continuous release of the 
compound from onsite systems. If a compound appears in over half of studied onsite wastewater 
that has been analyzed for the compounds in significant concentrations, moderate is assigned. A 
compound that appears in nearly all onsite wastewater in significant concentrations is assigned 
high appearance. A compound that also has been observed to bioconcentrate in organisms in 
nature as a result of OWTS effluent influence is given very high appearance. 

Table 2-6. Criteria Characteristics for Top OWCs (of 20 selected contaminants of concern).1  

Compound Class Toxicity/Risk 
Persistence in 
Environment 

Appearance in  
Onsite Wastewater 

sulfamethoxazole antibiotic moderate low low 
ibuprofen pain reliever very low high high 
carbamazapine antiepileptic low very high low 
diclofenac analgesic high high moderate 
caffeine stimulant very low high very high 
clofibric acid lipid regulator low  moderate low 
gemifibrozil lipid regulator low moderate low 
triclosan antimicrobial high moderate very high 
nonylphenol surfactant high moderate very high 
erythromycin antibiotic high low moderate to low 
bisphenol a plasticizer very high moderate low 
ciprofloxacine antibiotic high very low low 
naproxen pain reliever moderate low low 
1,4-dichlorobenzene deodorant high moderate high 
17-β estradiol hormone high high moderate 
estrone hormone high moderate moderate 
tylosin antibiotic high very low moderate 
testosterone hormone high low moderate 
tetracycline antibiotic high moderate moderate to low 
warfarin anticoagulant very high high low 

1 Cell is shaded where criteria are met for the characteristic. Compound is shaded where all criteria are met. 

 

The five contaminants chosen for this study (triclosan, 4-nonylphenol, 1,4-
dichlorobenzene, 17β-estradiol, and diclofenac) meet the criteria and represent the diversity of 
compounds considered OWCs. For each of these chemicals, pertinent daughter products will also 
be considered. A summary of the available literature is provided below for each of these five 
OWCs. The dominant fate and transport characteristics summarized from this literature review 
are presented in Appendix A.  

2.6.3 Triclosan 
Triclosan is an antimicrobial compound found in a variety of household products. It is 

used in soaps, deodorants, toothpastes, shaving creams, mouth washes, and cleaning supplies. It 
is increasingly being used in consumer products such as kitchen utensils, toys, bedding, socks, 
and trash bags. It is found in wastewater, STE, and occasionally river water in the microgram per 
liter range. Significant concentrations have not been measured in groundwater, although studies 
that investigate any OWC groundwater contamination are rare. Triclosan is toxic to algal 
communities in the microgram per liter range (Coogan et al., 2007). Degradation products 
include methyl-triclosan which is considered environmentally stable under certain conditions, 
and dioxin, which is highly toxic to organisms including humans and somewhat stable in the 
environment. Triclosan has also been linked to the formation of antimicrobial-resistant strains of 
bacteria (Suller and Russel, 2000). 
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A considerable amount of research has been conducted on the occurrence of triclosan and 
methyl-triclosan in wastewater, streams, and lakes (Bester, 2005; Böhmer et al., 2004; Coogan et 
al., 2007; Hua et al., 2005; Lindstroem et al., 2002; Sabaliunas et al., 2003). One study showed 
the concentration changes of triclosan through treatment units in five wastewater treatment 
plants. This study observed removal of triclosan by aerobic biodegradation but not by anaerobic 
biodegradation. Sorption was highly significant with an average of 30% of the aqueous 
compound sorbing to sludge (Ying and Kookana, 2007). A study by Thompson et al. (2005) 
revealed the same; removal of triclosan was by aerobic biodegradation and partitioning to the 
solid phase by sorption to sludge. An investigation of the behavior of triclosan in loamy soil 
showed that in the experimental conditions, aerobic biodegradation occurred with a half life of 
18 days (Ying et al., 2007).  

Complete biodegradation does not always occur. Bester et al. (2005) demonstrated the 
biotransformation of triclosan to methyl-triclosan in the main aeration basin of a wastewater 
treatment plant. Methyl-triclosan has been shown to be environmentally stable. A study of seven 
lakes in Sweden revealed the bioaccumulation of methyl-triclosan in fish at a log value of 3.3 to 
3.7. The methyl-triclosan concentrations in fish were higher than those of triclosan due to its 
stability in the environment (Balmer et al., 2004; Lindstroem et al., 2002). Other degradants that 
may result from aerobic biodegradation and photolysis include 2,4-dichlorophenol, 2,8-
dichlorodibenzo-p-dioxin, and oligomerization products (Latch et al., 2005). These degradants 
were measured in a lab study that may not reflect actual environmental conditions. Volatilization 
of the compound is predicted to be insignificant based on the low Henry’s law constant (air-
water partition coefficient). Table 2-7 summarizes triclosan transport parameters reported in the 
literature. A compilation of fate and transport behaviors can be found in the Triclosan Fact Sheet 
(Appendix A). 
 

Table 2-7. Chemical Characteristics for Triclosan. 

Parameter 
Range of Reported 

Values Sources 
log Koc 4.265 – 4.7 Ying and Kookana, 2007 
Solubility (mg/L) 5.0 – 10.0 Seitz et al., 2005 
Kh (atm-m3/mole) 1.52E-07 Thompson et al., 2005 

log Kow 4.7 – 4.8 
DeJong et al., 2004; Ying and 
Kookana, 2007 

Kd 4.3 Samsøe-Petersen et al., 2003 
pKa 20°C 8.14 Samsøe-Petersen et al., 2003 
Vapor Pressure (Pa) 25°C 7.00E-04 Samsøe-Petersen et al., 2003 

 

2.6.4 4-Nonylphenol  
4-nonylphenol is a nonionic surfactant daughter product of nonylphenol polyethoxylates. 

It is widely used in industrial and commercial detergents, emulsifiers, wetting agents, and 
dispersing agents. It is found in wastewater, STE, and occasionally river water in the microgram 
per liter range. No data for groundwater concentrations were found in the literature. 
4-nonylphenol is a known endocrine-disrupting compound and is considered toxic to aquatic life 
(Topp and Starratt, 2000). Because of the high concentrations and ubiquitous appearance of this 
chemical, the U.S. EPA has established freshwater aquatic life and saltwater aquatic life criteria 
for nonylphenol. The 1-hour average concentration of nonylphenol cannot exceed 28.0 µg/L 
more than once every three years and the four-day average cannot exceed 6.6 µg/L more than 
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once every three years (Rand, 1995). This is the only OWC with an aquatic life maximum 
contaminant level (MCL) set by the EPA. 

The fate and transport of 4-nonylphenol has been studied in wastewater treatment plants 
and soils ranging from sands to clay loams. Hseu (2006) demonstrated the dependence of 
biodegradation rate on initial mass of 4-nonylphenol and soil type. The study found that high 
rates of biodegradation occur in sandy loams, which suggests that anaerobic degradation is more 
effective than aerobic because loam soils generally have lower oxygen diffusion rates and higher 
organic carbon content. Higher rates of biodegradation were associated with higher initial 
concentrations of 4-nonylphenol. Sorption of 4-nonylphenol to the organic carbon fraction of the 
soil is found to be high (Ahel and Giger, 1993; Ahel et al., 1994). Low biodegradation rates for 
4-nonylphenol are shown to increase with increased soil respiration (Roberts et al., 2006). This 
same study showed that the plants in the rhizosphere have no significant impact on nonylphenol 
mineralization though removal is temporarily achieved by plant uptake and rates of removal are 
highly dependent on pH and temperature.  

Information on aqueous concentrations of 4-nonylphenol is not complete without 
analyzing for the degradants 4-tert-octylphenol, 4-tert-octylphenolmonoethoxylate, 4-tert-
octylphenoldiethoxylate, 4-tert-octylphenoltriethoxyalte, and 4-tert-octylphenoltriethoxylate 
(Das et al., 2004; Conn et al., 2006). Abiotic degradation in terms of photolysis has been shown 
to be important in lake water. In the summer at noon with clear skies, the half life measured due 
to photolysis is 10 to 15 hours (Ahel et al., 1994). Volatilization of the compound is predicted to 
be insignificant based on the low Henry’s law constant. Table 2-8 summarizes 4-nonylphenol 
transport parameters reported in literature. A compilation of fate and transport behaviors can be 
found in the 4-nonylphenol Fact Sheet (Appendix A). 

Table 2-8. Chemical Characteristics for 4-Nonylphenol. 

Parameter 
Range of Reported 

Values Sources 

log Koc 4 - 5.9 
Ahel and Giger, 1993; McLeese et al., 
1981 

Solubility (mg/L) 4.6 - 11.9 Ahel and Giger, 1993 
Kh (atm-m3/mole) 2.45E-09 Hellman 1987 

log Kow 4.2 - 4.48 
Ahel and Giger, 1993; McLeese et al., 
1981 

Kd 80-120 Duering 2002 
pKa 20 °C 10.7 McLeese et al., 1981 
Vapor Pressure (atm) 25 °C 1.00E-06 Ahel and Giger, 1993 

 

2.6.5 1,4-Dichlorobenzene  
1,4-Dichlorobenzene is a disinfectant, deodorant, and insect repellant. It is found in many 

household cleaners, particularly toilet-bowl cleaners. It is a possible carcinogen, neurotoxin, and 
endocrine disruptor. Concentrations in raw wastewater and STE are lower than those of triclosan 
and 4-nonylphenol but are still in the microgram per liter range. No data for groundwater or 
stream water contamination related to wastewater sources were found in the literature. 

The fate and transport of 1,4-dichlorobenzene has been studied in onsite wastewater 
treatment, wastewater treatment plants, groundwater, and in two laboratory soil studies. One soil 
study investigates behavior in a sandy soil with a 0.087 fraction of organic carbon. A retardation 
factor of 3.4 to 3.7 was calculated in a soil column by Wilson et al. (1981). 1,4-dichlorobenzene 
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is more mobile in soils that are organic carbon-poor (Schwarzenbach and Westall, 1981). 
Biological degradation was not considered a significant removal mechanism in the 
Schwarzenbach study. Conversely, in another study, aerobic biodegradation resulted in removal 
of the compound with a half life of 15 days (Robertson, 1994). Anaerobic degradation was not 
observed. Soil type or class information for this study was not reported. Aqueous-phase mass 
loss due to volatilization of the compound was a dominant process in both of these soil studies. A 
study that investigated the long term fate of 1,4-dichlorobenzene in groundwater demonstrated 
that when the system is depleted of dissolved organic carbon (DOC), no more degradation will 
occur (Barber et al., 1988). This study also suggests that retardation due to sorption is not 
significant. Table 2-9 summarizes 1,4-dichlorobenzene transport parameters reported in the 
literature. A compilation of fate and transport behaviors can be found in the 1,4-Dichlorobenzene 
Fact Sheet (Appendix A). 

 

 
Table 2-9. Chemical Characteristics for 1,4-Dichlorobenzene. 

Parameter Value Range Sources 
log Koc 2.44 Chiou et al., 1983 
Solubility (mg/L) 80 Yalkowsky 2003 
Kh (atm-m3/mole) 2.41E-03 Bahadur et al., 2007 
log Kow 3.44 Hansch 1995 
Kd -- --  
pKa 20°C -- -- 
Vapor Pressure (mm hg) 25°C 1.76 ATSDR 1998 

 

2.6.6 17β-Estradiol  
17β-estradiol is an endocrine disrupting compound and the most persistent of the 

hormone compounds. It is used as a hormonal contraceptive and for hormone-replacement 
therapy in blocking hormones to treat hypoestrogenism. 17β-estradiol degrades primarily to 
estrone. Concentrations are much lower than the other OWC compounds in wastewater, STE, 
and rivers (in the hundredths of nanogram per liter range). These low concentrations are still 
enough to contribute to “gender-bender” effects in fish and amphibians as described earlier in 
this report. 

A few studies have been conducted on the behavior of 17β-estradiol in soils receiving 
STE from OWTSs. 17β-estradiol is shown to be the most persistent of the common hormones 
(Das et al., 2004; Mansell and Drewes, 2004). In OWTS, sorption to sludge in the septic tank has 
been reported to be the most important removal mechanism followed by aerobic biodegradation 
(Drewes et al., 2005; Yu et al., 2004). According to Mansell et al. (1994), adsorption to soil was 
a primary removal mechanism as it allowed for increased time for biodegradation, but the 
organic carbon composition of the wastewater had no significant effect on the amount sorbed. 
This study also found that of the initial concentration of 17β-estradiol in treated effluent that was 
discharged to the soil, 25% was detected in a shallow monitoring well located at a depth of 5.1 m 
with an approximate travel time of one day. Published half lives for 17β-estradiol range from 0.8 
to 9.7 days depending on soil type (Lee et al., 2003). The shorter half life corresponds to a sandy 
soil while the longer half life was from a clay-rich soil study. Volatilization of the compound is 
predicted to be insignificant based on the low Henry’s law constant. Table 2-10 summarizes 17β-



 

 
2-54 

estradiol transport parameters reported in literature. A compilation of fate and transport 
behaviors can be found in the 17β-Estradiol Fact Sheet (Appendix A). 

 
Table 2-10. Chemical Characteristics for 17β-estradiol. 

Parameter Value Range Sources 
log Koc 3.14 - 4.09 Das et al., 2004; Yu et al., 2004 

Solubility (mg/L) 3.1 - 13 
Yu et al., 2004; Lee et al., 2003; Mansell et al., 
2004 

Kh (atm-m3/mole) 2.64E-11  Mansell et al., 2004 

log Kow 3.94 – 4.1 
Yu et al., 2004; Lee et al., 2003;  Mansell et al., 
2004 

Kd 3.56 – 83.2 Das et al., 2004 
pKa 20 °C 10.23 Yu et al., 2004 
Vapor Pressure (mm hg)  -- -- 
 

2.6.7 Diclofenac  
Diclofenac is a non-steroidal anti-inflammatory drug (NSAID) taken to reduce 

inflammation and as an analgesic reducing pain in conditions such as arthritis or acute injury. It 
can also be taken to reduce menstrual pain. At very low concentrations this chemical has been 
shown to cause renal failure resulting in immediate death in birds such as vultures (Oaks et al., 
2002). Concentrations in wastewater and STE are in the microgram per liter range and in the 
nanogram per liter range for river water. No data for groundwater contamination related to 
wastewater sources were found in the literature. Diclofenac bioaccumulates and has the potential 
to reach higher concentrations in river fish, which are a food source for some birds of prey. Thus, 
avian species may be at risk. 

Most fate and transport studies for diclofenac focus on photolysis because it is a 
dominant removal mechanism. A study of the behavior of diclofenac in 12 wastewater treatment 
plants demonstrated the persistence of the compound through these systems. Overall elimination 
rates for the treatment plants and lab studies that simulated treatment plant processes were very 
low (Strenn et al., 2004). This suggests that anaerobic biodegradation rates, sorption to organic 
carbon, and abiotic degradation rates are very low for diclofenac. Volatilization of the compound 
is predicted to be insignificant based on the low Henry’s law constant. 

Diclofenac is quickly and effectively removed by indirect and direct photolysis. 
However, removal rates in wastewater treatment remain low because onsite treatment processes 
rarely include direct access to sunlight. Use of UV lamps in onsite systems may increase 
treatment. A study by Perez-Estrada et al. (2005), investigated various photolytic degradation 
pathways. This study showed that in photolysis, diclofenac transformation is mainly due to the 
initial photocyclization of diclofenac into carbazole derivatives. Ultimately the study showed that 
diclofenac follows different reaction pathways depending on the degradation treatment. Another 
study showed that elimination by direct phototransformation has the highest first-order rate 
(0.088 day-1) followed by sedimentation (0.005 day-1) and indirect phototransformation (0.001 
day-1) (Tixier et al., 2003). A study by Buser et al. (1998) measured the rates of photodegradation 
in the summer versus the winter (0.081 day-1 and 0.022 day-1 respectively) and analyzed the lake 
sediment to ensure that all diclofenac loss was from photolytic decay. Table 2-11 summarizes 
diclofenac transport parameters reported in literature. A compilation of fate and transport 
behaviors can be found in the Diclofenac Fact Sheet (Appendix A). 
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Table 2-11. Chemical Characteristics for Diclofenac. 

Parameter Value Range Sources 
log Koc 2.43 - 3.87 Scheytt et al., 2006 
Solubility (mg/L) 2.4 Scheytt et al., 2004 
Kh (atm-m3/mole)  -- --  
log Kow 4.51 Scheytt et al., 2004 
Kd 0.8 - 5.9 Beausse 2004 
pKa 20 °C 3.99 - 4.16 Scheytt et al., 2004; Escher et al., 2006 
Vapor Pressure (mm hg) 25 °C 6.14E-08 Scheytt et al., 2006 

 

2.6.8 Discussion 
Future research is imperative for a better understanding of fate and transport processes of 

organic wastewater contaminants as they are integrated into the environment, particularly with 
respect to removal in STUs associated with OWTS. The most relevant removal processes for 
onsite systems are sorption, biodegradation, and volatilization. The soil-water partitioning 
coefficient (Kd) needs to be measured for a variety of soil types and quantitative relationships 
should be developed between Kd and the fraction of organic carbon in the soil. It is known that 
organic molecules partition to organic carbon in the soil, however, there is yet to be a study 
clearly investigating and quantifying this relationship for the selected OWCs. In addition, it is 
important to know whether sorption isotherms are linear or nonlinear, whether sorption is an 
equilibrium or kinetic process, and whether or not sorption is reversible. Reversible sorption 
does not remove mass from the soil water, but causes the transport of the contaminant in the soil 
to be retarded (slowed). This can allow more time for degradation processes to occur. 
Irreversible sorption can remove chemical mass from the aqueous phase (e.g., treatment), but the 
mechanisms causing such sorption, and the soil-water geochemical conditions that are necessary, 
must be understood. If sorption isotherms are nonlinear, then there would be an effective 
maximum sorption capacity of the soil, so this attribute is critical to study. Rates of volatilization 
for chemicals with relatively high Henry’s law constants must be assessed for unsaturated soil 
conditions. Microbial degradation can remove contaminants, but we must understand whether 
degradation occurs under aerobic or anaerobic conditions (or both), and also understand the 
degradation pathways. Any toxic degradation daughter products, and their transport 
characteristics, must also be examined. Little research has been conducted in these areas related 
to volatilization, sorption, and biodegradation. 

Because sorption to soil or sludge and biodegradation are so critical in the removal of 
these compounds from the aqueous phase, it is likely that the biozone on and just below the 
infiltrative surface of an STU plays an extremely important role in the fate and transport of 
OWCs. The biozone is a region of increased organic carbon and microbial development at the 
infiltrative surface and a zone of increased microbial activity and byproducts in the soil below 
the infiltrative surface. This zone could result in increased sorption and biodegradation, and the 
role of the biozone in transformation these compounds needs study. 

With an appropriate conceptual model for the transport and removal characteristics in soil 
including descriptions of behaviors using partitioning coefficients, sorption rate coefficients and 
degradation rate constants, the expected contaminant removal with depth for certain loading 
rates, soil types and conditions can be predicted and/or measured for a certain soil. This can be 
accomplished by conducting field and laboratory experiments combined with numerical 
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modeling. A brief discussion is provided below of STU features or factors that may result in 
optimum removal based on compound characteristics. 

2.6.8.1 Predictions for the Most Effective Soil Treatment Unit Design 
Based on previous studies of fate and transport characteristics of the five priority organic  

compounds, some preliminary conclusions can be drawn concerning the most effective STU 
design to remove these contaminants from the STE infiltrating through soil (Table 2-12). Soil 
treatment unit types include infiltration trenches (standard and shallow), infiltration beds, and 
seepage pits. Infiltrative systems can be installed “at-grade” (i.e., just below the natural ground 
surface), or within raised mounds, which are used when soil conditions are not conducive to 
infiltration or the seasonal water table is very close to the ground surface. Standard trenches have 
a typical infiltrative surface depth of 60 cm (2 ft) below ground surface (bgs); shallow trenches 
have a typical infiltrative surface of about 15 cm (6 in.) bgs. Beds, which have wide rectangular 
or square geometry, are not commonly used because of oxygen exchange issues leading to higher 
failure rates and lower performance. Seepage pits are deep circular excavations that rely almost 
entirely on sidewall infiltration. They are no longer permitted in many places because of their 
depth and small horizontal profile. This creates a greater point-source pollutant loading potential 
to groundwater.  
 

Table 2-12. Summary of Predictions of Most Effective STU Design and Dosing Method for Each Contaminant.  

Contaminant STU Geometry Effluent Delivery Method 
Triclosan shallow trench periodic dosing  
4-Nonylphenol standard trench periodic dosing 
1,4-Dichlorobenzene shallow trench or mound pressurized spray dispersal 
17β-Estradiol trench (shallow or standard) continuous dosing 
Diclofenac shallow trench/FWS wetland before STU continuous dosing 

 

Dosing method is another feature to be considered in STU design. With timed dosing, 
pumps deliver effluent on a timed cycle. This results in relatively dry and wet periods which 
influence soil moisture, aeration, and redox condition in the soil over the course of a day. 
Continuous dosing involves constant delivery of effluent at a low rate. Constant addition of 
effluent may result in an enhanced biomat and consequently lower infiltration rates compared to 
the saturated hydraulic conductivity. This increases volatilization and gas-phase diffusion for 
oxygen and possibly the more volatile OWCs. The increase in oxygen may promote aerobic and 
some forms of abiotic degradation while inhibiting anaerobic degradation. On-demand dosing 
delivers effluent when the dose tank reaches a certain volume. The pumps will turn off when the 
volume is lowered to a certain point. On-demand dosing results in changing soil-water conditions 
as well, but the time intervals between when the pump is on and when it is off are likely to be 
longer than those for timed dosing. Mode of effluent delivery is another important distinction 
between STU designs. A drip dispersal method delivers effluent through the trench or across the 
mound equally over time. A chamber can be used in a trench rather than using gravel fill to 
stabilize the trench and increase contact with air. Pressurized spray distribution results in more 
uniform distribution of applied effluent to the infiltrative surface as well as increased contact 
with air in the trench chamber. 

Triclosan’s dominant removal mechanisms (for aqueous concentrations) are sorption to 
the carbon fraction of the soil and aerobic biodegradation (Section 2.6.3). Shallow trench 
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dispersal will allow for interaction with the rhizosphere where plant uptake and increased 
bacteria activity may assist removal. Periodic dosing or lower hydraulic loading rates applied 
over a larger area will promote aerobic conditions. A trench system may also allow maximized 
biozone development because of the increased infiltrative surface area. Based on results in a 
sandy loam, removal is expected in the top 1.5 of the soil profile (Conn, 2008). 

Nonylphenol’s dominant removal mechanisms, similar to triclosan, are sorption and 
aerobic biodegradation. Trenches maximize the infiltrative surface area where the biozone is 
facilitated and effectiveness of treatment may be increased. Effective effluent distribution 
methods should be similar to those for triclosan because they best accommodate aerobic 
biodegradation. 

The dominant aqueous phase mass removal mechanisms for 1,4-dichlorobenzene include 
sorption to soil and volatilization (Section 2.6.5). Volatilization is an important process for 
partitioning the compound out of the aqueous phase where it can be more rapidly transported to 
the atmosphere (gas diffusion rates in soil can be very high), and partitioning to the gas phase 
can also retard aqueous phase transport resulting in more time for biodegradation to occur. Thus, 
maximized contact with air is essential for removal of 1,4-dichlorobenzene. Pressurized spray 
dispersal into a trench system will provide most air contact and thus the best removal rates. 
Evapotranspiration may also aid in removal. In this case, a shallow trench or a mound system 
would likely provide the most potential for evapotranspiration. Application methods that result in 
overall decreases in the average water content of the unsaturated soil also will enhance 
volatilization. Thus, dispersing at lower rates over a wider area, or intermittent dosing, may 
enhance removal. However, anaerobic degradation would be inhibited for any operating 
condition that promotes increased air content and volatilization.  

Sorption to soil is the dominant mode of removal of aqueous mass of 17β-estradiol 
(Section 2.6.6). Because the trench system maximizes surface area of soil exposure, it is likely 
the best STU geometry for this contaminant. Sorption for 17β-estradiol is likely increased in the 
organic carbon rich biomat. If the continuous dosing technique does contribute to a more 
substantial biomat, it is likely that continuous dosing will maximize treatment. However, 
understanding whether sorption is an equilibrium or kinetic process, reversible or irreversible, 
linear or nonlinear, is critically important. If sorption is reversible, it may not be a removal 
mechanism; however, it may slow transport increasing time for biodegradation to occur. 

Diclofenac is mainly degraded by photolysis in the presence of sunlight, a condition that 
is unlikely in an STU. A shallow trench, however, provides access to the rhizosphere where plant 
uptake may be a removal process. Studies to investigate this hypothesis should be completed 
before any assumptions can be made. A free-water surface constructed wetland is an onsite 
wastewater treatment unit that allows for contact with the atmosphere. Photolytic degradation is 
most likely to occur if the treated wastewater is routed through one of these units before being 
integrated into the environment via an STU. Because abiotic degradation may have a significant 
contribution to the removal of diclofenac as the molecule interacts with oxygen, higher oxygen 
gas phase diffusion may result in increased treatment. Continuous dosing may accommodate this 
as water content directly below the biomat remains low and air content remains high. 

2.6.8.2 Importance of Infiltration Surface Biomat 
Many OWCs (including triclosan, nonylphenol, and 17β-estradiol) have been shown to 

sorb to and biodegrade in sludge (Bester, 2005; Carballa et al., 2004; Castiglioni et al., 2006; 
Jones et al., 2006). Sludge is rich in organic carbon and hosts a large and diverse population of 
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bacteria. The biomat that forms on the infiltrative surface in an STU has these same features; it is 
likely that sorption and biodegradation are important for OWC transformation and removal in the 
soil profile. This zone only extends through the first several centimeters of soil but reduced 
hydraulic conductivity, increased fraction of organic carbon, and increased bacterial activity 
suggest this may be a controlling layer for the fate and transport of OWCs. This hypothesis 
requires further experimental investigation to better characterize the effect of the biomat zone. 

2.6.8.3 Next Steps 
Clearly, insufficient data exists in the literature to test the preliminary conclusions drawn 

above. Thus, to test these hypotheses, the numerical model, HYDRUS 2-D and 3-D, may be 
coupled with known transport parameters to estimate removal with depth for certain loading 
rates and soil types under certain site conditions. Field and laboratory experiments investigating 
contaminant transport of a compound with time and depth under specific conditions will allow 
for more accurate assessment of certain processes as well as estimation of removal rates, and 
thus enable parameterization of a numerical model. It is not cost-effective to conduct field or 
laboratory experiments for all five contaminants for all relevant OWTS/STU operating 
conditions. Thus, limited laboratory experiments should be conducted, and mathematical 
modeling should be used to analyze the data from these experiments. Once the models are shown 
to accurately simulate contaminant transport and transformations for the selected operating 
conditions, then the models can be used to test a much broader range of operating conditions, and 
the impact on OWC contaminant removal. Results from Conn’s (2008) study will help to direct 
which laboratory tests may be most critical.  

At CSM, samples can be analyzed for aqueous concentrations of these OWCs using solid 
phase extraction techniques with gas chromatography/mass spectrometry (GC/MS). Compounds, 
as well as added surrogates and standard mixes of known concentration, are analyzed using 
target compound identification based on SIM (selected ion monitoring) analysis with calculated 
retention times (+/- 0.05 min) for compounds identified using ion ratios (3 ions +/- 20%). An 
external calibration curve that is normalized to the internal standards is used to quantify 
concentrations of compounds in the sample. 
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CHAPTER 3.0 
 

REVIEW OF AVAILABLE MODELING TOOLS 
 
3.1 Introduction 

Since the advent of powerful personal computers, great progress has been made in 
simulating the transport and fate of contaminants in the subsurface. Basically, there are two types 
of models: analytical and numerical. Analytical models provide exact solutions whereas 
numerical models yield approximate solutions. Models to simulate, one-, two- and three-
dimensional domains have been developed. Because many processes must be approximated in 
analytical solutions, numerical models are typically applicable over a wider range of 
environmental conditions, i.e., for the simulation of processes in heterogeneous flow and 
transport domains. The decision on what model to use must be based on available data, the 
complexity of the site and the accuracy of the information required. In additions, assumptions 
within each model must be known to correctly apply the simulation results (Mulligan and Yong, 
2004).  

Many models have been developed for N agricultural applications but very few have 
been developed for OWTS and the processes that occur in the STU. Similarly, a number of 
models have been developed for P fate and transport but again very few have been developed for 
OWTS and the processes that occur in the STU. Modeling microbial matter has mostly focused 
on transport of viruses, which are the smallest particles relative to bacteria and protozoa, with 
modeling approaches to microbial transport greatly varied depending on the scale of the study 
and the specific interests of the investigators. Finally, several studies have been conducted to 
model fate and transport of OWCs in the environment. In this chapter a review of the existing 
OWTS models is presented with discussion that could guide development of an OWTS model.  

 

3.2 Modeling Nitrogen in Onsite Wastewater Treatment Systems 
Addiscott and Wagenett (1985) suggested a framework for classifying models into 

deterministic and stochastic approaches. Most N models are deterministic in that they do not 
incorporate the effect of spatial variability in their predictions. However, a few stochastic models 
have been developed to account for the large variability in micro-site denitrification rates (Parkin 
and Robinson, 1989; Arah, 1990). They further classify models as mechanistic or functional. 
Functional models usually use mass balance or capacity functions to fill and deplete pools or soil 
layers, whereas mechanistic models deal in rates or differential equations. Mechanistic models 
can be divided into numerical or analytical approaches, depending on how the rate equations are 
solved. 

Another way to classify models is in terms of spatial and temporal scales (Shaffer, 1995). 
Models can be pedon, field, farm, watershed, or regional scale. Most N models are field scale. 
Models can use time steps that range from seconds or less for numerical models to years for 
mass balance models such as the CENTURY model (Metherell et al., 1993). 

A number of reviews of N models have been published. These include Shaffer (1995), 
Valiela et al. (2002), Beal et al. (2005), and McCray et al. (2005). Of the reviews that included 
OWTSs, Valiela et al. (2002) reviewed models that simulated groundwater loading of N to 



 

 
3-2 

estuaries where the contribution from OWTS was considered important. Beal et al. (2005) 
reviewed OWTS with an emphasis on Australian systems and suggested that models of single-
pass sand filters should be explored to understand treatment in OWTS biomats and soils. 
McCray et al. (2005) reviewed the literature for model parameters suitable for simulating the fate 
and transport of N and P in OWTS. They found that there were relatively few studies that 
quantified denitrifcation rates specifically for OWTS and concluded that the biggest question in 
modeling N in OWTS is under what conditions and to what extent does denitrification occur. 

3.2.1 Nitrogen Transformations 
The most common forms of N in STE are organic N and NH4

+ (McCray et al., 2005). In 
modeling fate and transport of N within the STU, the N transformations of interest  (Figure 2-1) 
are: 

♦ the transformation of organic N to NH4
+, which is called ammonification, hydrolysis, 

mineralization (which can also include the transformation to NO3
-), or decomposition 

♦ the transformation of NH4
+ to NO3

-, which is called nitrification 

♦ the transformation of NO3
- to N2O gas or N2 gas, which is called denitrification (Brady and 

Weil, 2008) 

Ammonification can occur under aerobic or anaerobic conditions so this transformation 
proceeds within the septic tank and most of the N in STE is in the form of NH4

+ (75% with the 
rest as organic N) (McCray et al., 2005). The bacteria responsible for nitrification (a two-step 
process) are more sensitive to environmental conditions than those involved in ammonification. 
They require aerobic conditions, moisture, and a source of carbon (C). Plant uptake of NH4

+ and 
NO3

- can occur. These forms of N can also be taken up by microbes and converted back to 
organic N through immobilization, the reverse process of mineralization. Ammonium as a cation 
is adsorbed by the cation exchange capacity (CEC) of soil but NO3

- is highly mobile. 
Ammonium is subject to volatilization losses as ammonia gas. 

The bacteria responsible for dentrification are the most sensitive to environmental factors. 
Tiedje (1988) proposed a conceptual model for the environmental regulation of denitrification in 
soils (Figure 3-1). Environmental factors rather than the lack of organisms are the most likely 
reasons for a reduction in denitrification. Extreme temporal and spatial variability has been found 
in denitrification rates, most likely due to local variation in environmental factors. Denitrifiers 
are aerobic bacteria which have the alternative capability to reduce N oxides when oxygen is not 
available. Oxygen availability is determined by the difference between the rate of supply 
(affected by diffusion) and the rate of consumption (respiration). The main environmental factors 
directly affecting denitrification are O2, NO3

-, and C fluxes to the site of denitrification (Figure 
3-1). Several environmental factors (water, plants, and OM) have multiple indirect effects. 
Carbon (OM) has three potential effects: a direct effect as a source of energy (electron donor) 
(bottom Figure 3-1), an indirect effect as a source of NO3

- (middle Figure 3-1), and an indirect 
effect in driving respiration which consumes oxygen (top Figure 3-1). Of the three effects, the 
role of carbon in driving the demand for oxygen and producing micro-sites of low oxygen 
availability or hotspots of denitrification is probably the most important. Soil water content 
affects the diffusion of oxygen, NO3

-, and C and the rate of respiration. By freezing and thawing, 
water also disrupts aggregates and increases the availability of C. Soil texture, plant uptake, and 
rainfall affect soil water content and contribute to the spatial and temporal variability of this 
environmental factor. Diffusion coefficients for oxygen are four orders of magnitude less in soil 
water than in air (10-7 vs. 10-3 cm2/s). The supply of NO3

- is usually not a limiting factor in 
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agricultural topsoils, but can be important in forest soils. In constantly anaerobic habitats, the 
supply of NO3

- can become limiting due to limited nitrification. 

 
Figure 3-1. Conceptual Model of Environmental Regulation of Denitrification. 
The vertical dimension shows the hierarchy of importance of the three major regulators of denitrification. The horizontal 
dimension illustrates the proximity of the regulatory factors or features to the enzymatic process. D refers to an effect on diffusion 
rates of the indicated regulator. Tiedje, 1988. Reprinted with permission from John Wiley & Sons, Inc.  

 

3.2.2 Plant Uptake 
Potentially as important as N transformations, plant uptake may play a role in the fate and 

transport of N in OWTSs, but there is limited information on modeling this component. Simple 
onsite wastewater treatment N models, such as those described in the next chapter, generally 
assume that plant uptake of N is not important in N assimilation. More complex models, such as 
those described in later chapters, do account for plant uptake of N. Subsurface drip irrigation 
systems (SDIS) may maximize plant uptake of N and be especially suitable for marginal sites 
that have low permeability soils, difficult installation areas, or high water tables (Bohrer, 2000). 
The concern is what might happen with these systems during winter when plants are dormant or 
transpiring at minimal rates (Ruskin, 1992). It will also be important whether or not plant 
residues such as grass clippings are removed from the site. The EPA manual for land application 
systems (LASs) provides guidance for estimating plant uptake of N for slow rate LASs and this 
may be applicable to SDIS (U.S. EPA, 2008b). Slow rate systems are designed to minimize 
runoff and rely on plant uptake of N as one of the main components of N assimilation. They also 
rely on a consistent cycle of wet and dry conditions to maximize infiltration and N 
transformations. The design of a slow rate LAS depends on the limited design parameter (LDP). 
For slow rate systems, the LDP is usually N or infiltration capacity, which is similar to the 
design of OWTS. Optimum design of a slow rate LAS usually results in the selection of 
perennial grasses because of a longer application season, higher infiltration capacity, and greater 
N assimilation compared to other annual crops. In the EPA (2008b) manual for LAS, N removal 
in vegetation can be estimated based on dry matter production, harvest index, and percent N of 
the harvested vegetation. 
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3.2.3 Onsite Wastewater Treatment System Nitrogen Models 
Very few models have been developed for fate and transport of N in OWTS. Most that 

exist are simple models designed to predict the NO3
- concentration in groundwater beneath 

subdivisions using OWTS due to dilution effects. However, three models (Beggs et al., 2004; 
Hassan et al., 2008; Heatwole and McCray, 2007) have been developed using the HYDRUS 
model framework (Šimůnek et al., 2005, 2006) and these are discussed in Section 3.2.5 on 
HYDRUS models. 

One such model is that developed by Hantzsche and Finnemore (1992) for subdivisions 
in California. Using a mass balance approach, they assumed that the NO3

--N concentration in 
recharge water reaching the groundwater (nr) [M L-3] was a weighted average of the 
concentration in wastewater (nw), adjusted for expected losses due to denitrification, and the 
concentration in background rainfall recharge (nb), where the weights were the wastewater 
recharge rate (I) and the rainfall recharge rate (R) [L T-1]:  

RI
RnndI

n bw
r +

+−
=

)1(  (3.2.3-1) 

The fraction of NO3
--N lost to denitrification is d [-]. Dividing by R yielded a relationship 

between nr and I / R shown in Figure 3-2. Two model curves are shown, one for no fractional 
loss to denitrification (d = 0) and one for a commonly assumed fraction (d = 0.25). The 
groundwater median concentrations of NO3

--N measured in three subdivisions (the Bolinas Mesa 
site included a north and south area of the subdivision) and associated values for I/R are also 
shown. If the assumptions in the model were correct, the figure shows that denitrification losses 
were somewhere between 0 and 25%. The assumptions in the model included:  1) an effluent 
NO3

--N concentration (nw) of 40 mg/L, 2) no dispersion, 3) no fertilizer input, 4) complete 
mixing between wastewater recharge and groundwater, and 5) no up-gradient groundwater flow. 
Figure 3-2 shows the important effect that recharge rate (R) has on the concentration of NO3

- in 
groundwater. The authors developed an equation based on this model to predict the area that 
would be required for each house to maintain groundwater NO3

- concentrations below a 
concentration set by several regional authorities in California to determine appropriate housing 
densities. 

A similar approach was used by Taylor (2003) to develop an equation that predicted the 
area required for each house in subdivisions in Pennsylvania. Their model included the input 
from fertilizers and up-gradient groundwater lateral flow. They assumed no losses due to 
denitrification (site specific information was used to change the default value). The model was 
implemented as a computer spreadsheet program.  

The New Jersey Office of State Planning also developed a simple groundwater loading 
model to predict acceptable housing densities (NJOSP, 1988). Aquifers in sandy coastal plain 
soils in the New Jersey Pinelands have a limit of 2 mg/L NO3

- to protect the ecosystem in this 
region. The model did not include up-gradient groundwater flow because the authors assumed 
that there was little mixing of NO3

- plumes with ambient groundwater. No dentrification within 
the unsaturated zone or groundwater was assumed. The average NO3

- concentration for input 
from OWTS effluent used in the model was 40 mg/L. 
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Figure 3-2. Comparison of Measured and Predicted Groundwater NO3--N Concentration in Four Subdivisions in 
California. Adapted from Hantzsche and Finnemore, 1992. Reprinted with permission.  

 
Frimpter et al. (1990) developed a similar groundwater loading model for use in 

Massachusetts to protect public drinking wells from NO3
- contamination. The capture zone of a 

well was defined based on aquifer hydraulic properties. Within the capture zone, an equation 
similar to 3.2.3-1 was used to estimate the NO3

- concentration in the groundwater reaching the 
well based on land use within the capture zone, including homes on OWTS. The model assumed 
that there were no losses to denitrification in the unsaturated zone or in groundwater. Losses 
were due entirely to dilution. The model results showed that increasing the pumping rate of the 
well expanded the capture zone and could change the concentration of NO3

- reaching the well, 
depending on land use in the expanded capture zone. 

Eichner et al. (1992) developed a mass-balance groundwater loading model for use in 
Cap Cod, MA. Their model assumed no denitrification in the unsaturated zone or groundwater. 
The average concentration for loading to groundwater from OWTS used in the model was 35 mg 
NO3–N/L. Nitrogen lost from fertilization of lawns was included in the model. 

Weintraub et al. (2004) developed a modification to the Watershed Analysis Risk 
Management Framework (WARMF) model that simulated the fate and transport of N in soil 
beneath an OWTS. WARMF is a watershed-scale, mass balance model, used to predict nutrient 
loading to surface water bodies. The module simulated the development of a biozone or biomat 
(2 cm in thickness) and the changes in hydraulic properties that occurred as the biozone matured. 
The model included biochemical oxygen demand (BOD) decay, nitrification and adsorption of 
NH4

+, and denitrification. The module was calibrated using sand column data (Siegrist et al., 
2002), adjusting the parameters for biozone hydraulic properties and decay rates for N species. 
The module was then tested in predicting the time to hydraulic failure of field-scale OWTS. The 
full model was applied to the Dillon Reservoir Watershed in Colorado where approximately 
1500 OWTSs were present. The model predicted that a scenario for converting from OWTS to a 
centralized sewer system would increase the total N load to surface waters due to the increased 
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contribution of the waste water treatment facility when the soil's treatment capacity was 
bypassed. 

Several models have been developed for N fate and transport in groundwater where the 
source of N is OWTS. Anderson et al. (1998) developed a model for a hypothetical subdivision 
of 20.2 ha (50 acres), housing densities of 5 and 10 homes per ha, and NO3

--N concentration in 
effluent entering groundwater of 50 mg/L. Groundwater solute transport was simulated using the 
convection dispersion equation (CDE), assuming steady groundwater flow in one direction with 
longitudinal dispersion. They chose not to include denitrification in order to make a conservative 
(worst-case scenario) estimate of the migration of NO3

-. An analytical solution to the CDE was 
used to plot contours of NO3

- concentrations down-gradient of the model subdivision. They used 
the model to predict the extent of plumes after five years in two shallow aquifer materials 
characteristic of Florida:  Region 1 with high groundwater dispersivity (18.3 m), and a low mean 
velocity (0.037 m/day) and Region 2 with a low groundwater dispersivity (9.2 m) and a high 
mean velocity (0.366 m/day). In Region 1, NO3

--N concentrations in groundwater were above 10 
mg/L everywhere within the subdivision for both housing densities. With five homes/ha, the 10 
mg/L NO3

--N contour had not moved beyond the subdivision area; with 10 homes/ha, the plume 
extended about 30 m beyond the area. The limited movement of the plume outside the 
subdivision was attributed to the relatively low groundwater velocity, despite the high value for 
dispersivity. In Region 2, with five homes/ha, concentrations in the groundwater did not reach 10 
mg/L NO3

--N anywhere, even within the subdivision area. The leading edge of plume moved far 
beyond the subdivision area, but the concentrations were low. With 10 homes/ha, concentrations 
above 10 mg/L appeared beneath half the subdivision and the plume extended well beyond the 
area. Although dispersivities were low, the higher groundwater velocity caused more dispersion 
of the plume. The study showed that aquifer transport characteristics are important in predicting 
groundwater concentrations of NO3

--N. 

Another groundwater N fate and transport model for OWTS is that developed by Spiteri 
et al. (2007). They modeled groundwater plumes from two OWTS sites in Canada. One site had 
a groundwater system high in Ca (Cambridge site) and the other high in Fe oxides (Moskoka 
site). They used a one-dimensional numerical CDE model to simulate horizontal transport in the 
groundwater along the center of the plume using about 15 years of transect well data at both 
sites. They simulated 15 solutes including N, P, and DOC, and 21 reaction pathways. They 
assumed there were two fractions of DOC: a labile fraction in the sewage effluent and a less 
labile background fraction in the groundwater. Ammonium sorption was described by a linear 
isotherm. Some of the reaction parameters came from the literature and others were fitted using 
the model predictions of well concentration data. Both groundwater systems were considered 
oxic (oxygen concentrations above 3 μM). Although up to 90% of the DOC was removed 
through degradation in the STU unsaturated zone, the remaining DOC was still a significant 
input to groundwater. The DOC and dissolved oxygen (DO) concentrations decreased with 
distance in the well data indicating aerobic degradation of DOC within both plumes and 
oxidation of Fe2+at the Muskoka site. At the Cambridge site, the pH of the plume was near 
neutral due to the presence of CaCO3, but at the Moskoka site the pH dropped to 4.9 in the 
plume. Although N concentrations decreased with distance in the plumes, model results showed 
that decline was due entirely to dilution and that denitrification was limited by DOC availability. 

Kinzelbach et al. (1991) developed a groundwater model of denitrification that was 
designed for natural groundwater systems and groundwater remediation projects. In natural 
groundwater systems, mineralizable OM (DOC) is usually the limiting factor. In groundwater 
remediation projects where the objective is to degrade an organic pollutant, NO3

- can be limiting. 
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Their model was a multi-chemical species model that simulated transport of oxygen, NO3
-, 

organic C, and microbial mass in two dimensions. They showed two comparisons to field data: 
one based on a natural system and another based on a remediation project. They modeled three 
phases: a solution phase, an aquifer matrix (solid) phase, and a "biophase". The biophase could 
be sorbed bacteria. As a separate phase, the model allowed a diffusion-limited exchange between 
the biophase and the solution phase. This could correspond to aggregate microsites similar to the 
model of Arah (1990) (described below in Section 3.2.4) or diffusion between different large-
scale zones within an aquifer. Oxygen and NO3

- entered the aquifer through recharge and from 
the gas phase at the water table. Organic C could come in via recharge but it could also be 
present in the aquifer matrix (this would correspond to C hotspots in soil).  

Kinzelbach et al. (1991) modeled bacterial growth with a Michaelis-Menten equation. To 
guarantee the possibility of microbial growth in each cell of the model, a small number of 
bacteria were always conserved. A time-series plot of model predictions for a 1-D column 
showed that DO dropped first, followed by a decrease in DOC and later NO3

-. Once DOC 
reached zero, there was no further reduction in NO3

- (the system became C-limited). Model 
predictions of a natural aquifer system were compared to data from a site in Germany sampled 
over two years. Three forms of the model were used: 1) the only source for C was recharge, 
2) the only source for C was recharge and diffusion-limited exchange between the solution and 
biophase was implemented, and 3) C came from recharge and the aquifer matrix. With the first 
model, bacterial growth and denitrification occurred only at the top of the aquifer (they depleted 
the C and/or DO and NO3

- at deeper depths). However, the field study showed that denitrifying 
bacteria were more evenly distributed within the aquifer. Using the diffusion-limited model 
resulted in deeper movement of C and NO3

- and microbial growth at deeper depths. Well data 
showed that DO decreased with depth but not DOC. This implied that the third model (aquifer 
matrix a source for C) was most appropriate. The model was most sensitive to the availability of 
organic C (maximum growth rate and microbial biomass were not sensitive parameters). 

3.2.4 Simple Denitrification Models 
Heinen (2003) reviewed over 55 N models to see how they simulated denitrification. 

Three different approaches have been used: 1) microbial growth models, 2) soil structure models, 
and 3) simplified process models. The microbial growth models simulate the dynamics of 
microbial populations. The soil structure models consider gaseous diffusion into and out of soil 
aggregates. These approaches were considered too complex for most modeling purposes and the 
review concentrated on the third category of simplified models.  

Simplified models of denitrification take two forms. In one case, denitrification is 
described as a zero-order process (constant for fixed values of the reduction factors): 

pHTWNpa ffffDD =  (3.2.4-1) 

where Da is the actual denitrification rate [M M-1 T-1, M L-3 T-1, or M L-2 T-1] , Dp is the 
potential denitrification rate, and fN, fW, fT, fpH are dimensionless reduction factors for the soil 
NO3

- concentration, water content, temperature, and pH. The potential denitrification rate is the 
rate expected under optimal conditions of high NO3

- concentrations, saturation water contents, at 
a reference temperature, and normal soil pH. 

In the second case, denitrification is described as a first-order process (increasing linearly 
with the concentration of NO3

- for fixed values of the reduction factors): 

pHTWNOda fffckD 3=  (3.2.4-2) 
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where kd is the first-order rate constant [T-1] and cNO3 is the concentration of NO3
- in the 

soil. The same units for Da and cNO3 are used in Equation 3.2.4-2 as are used for Da and Dp in 
Equation 3.2.4-1. 

When Equation 3.2.4-1 is used, the NO3
- model reduction factor in most models reviewed 

by Heinen (2003) takes the form of a Michaelis-Menten equation: 

3

3

NOMM

NO
N cK

c
f

+
=  (3.2.4-3) 

where KMM is the Michaelis-Menten half-saturation constant (the value of cNO3 where fN = 
0.5) with the same units as cNO3. In Figure 3-3, the effect of two different values of KMM on the 
value of the NO3

- reduction factor is shown. 

 
Figure 3-3. Nitrate-N Reduction Factor as a Function of NO3- Concentration for Two Values of KMM Based on  
Equation 3.2.4-3. 

 

For both Equation 3.2.4-1 and 3.2.4-2, many models use a power function for fW: 
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 (3.2.4-4) 

where S is the degree of saturation [-] defined as θ/θs, θ is the volumetric water content 
[L3 L-3], θs is the saturated volumetric water content [L3 L-3], w0 is the value for S above which fW 
= 1, w1 is the value for S below which fW = 0, and w2 is the shape parameter that determines the 
steepness of the curve. Figure 3-4 shows the soil water reduction factor as a function of S based 
on Equation 3.2.4-4 for a soil with w0 = 1.0, w1 = 0.6, and w2 = 1.0 used in the Crop Environment 
Resource Synthesis (CERES) wheat model (Jones and Kiniry, 1986). 
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Figure 3-4. Water Reduction Factor as a Function of Degree of Saturation for Values of w0 = 1, w1 = 0.6, and w2 = 1, 
Based on Equation 3.2.4-4. 

 

Some models use an arctan function model that results in a sigmoidal shape for fW instead 
of the linear model shown in Figure 3-4. Other models that compute denitrification losses on an 
annual basis use the average maximum water table level instead of S to determine fW (Heinen, 
2003). 

The soil temperature reduction function is usually described in models using the van't 
Hoff equation or the Arrhenius equation (Heinen, 2003). Using the van't Hoff equation, fT is: 

( )[ ] 10/)(
10exp refTT

refHT QTTkf −=−=  (3.2.4-5) 

where kH is the exponential increase coefficient [K-1], T is the soil temperature [K], Tref is 
the reference temperature [K] where fT = 1, and Q10 is the increase in the reaction rate [-] 
expected for an increase in temperature of 10 oC or K. Typical values of Q10 are 2 to 3. The 
Arrhenius equation is similar: 
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kf
ref

ref
AT exp  (3.2.4-6) 

where kA is the exponential increase coefficient [K-1]. The temperature reduction factor as 
a function of T for Q10 = 3 and Tref = 20 is shown in Figure 3-5. 

Optimal pH conditions for denitrification occur near pH 7.0-7.5 (Heinen, 2003). Many 
simple denitrification models do not include a reduction function for pH ( fpH in equation 3.2.4-1 
or 3.2.4-2) probably because soil pH changes very little under normal agricultural conditions. 
When pH reduction functions are included in models, they usually consist of a bell-shaped curve 
with value of 1 around pH 7.0 and near zero for pH < 4 or pH > 10-11. 
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Figure 3-5. Temperature Reduction Factor as a Function of Soil Temperature for Values of Q10 = 3 and Tref  = 20 Based 
on Equation 3.2.4-5. 

 
Heinen (2003) performed a sensitivity analysis for the simple denitrification models and 

found that they were most sensitive to the water reduction function, fW in Equation 3.2.4-1 or 
3.2.4-2. Heinen also compared the model predictions using Equation 3.2.4-1 to measurements 
from five different soils to see if the model parameter values could be differentiated by soil type 
through an optimization procedure. The data sets came from: 1) a loam soil overlying a clay, 
2) a dry and wet sand, 3) a peat soil, 4) an anaerobic sandy peat soil, and 5) a heavy loam. 
Heinen found that the actual denitrification rate, Da,was much less than the potential 
denitrification rate, Dp, in all cases indicating that the reduction functions were an important part 
of the simple model. Goodness of fit (R2) for the different soils ranged from -0.37 to 0.90. There 
was no consistent pattern to the values for the model parameters found for the different soils so it 
was not possible to differentiate model parameters by soil type. 

One of the simple denitrification models included in the review by Heinen (2003) was the 
NEMIS model developed by Henault and Germon (2000). The authors used a zero-order process 
to simulate denitrification (Equation 3.2.4-1) with reduction functions for NO3

- concentration, 
soil water content, and temperature. They used extensive measurements of denitrification on 
intact cores from a site in France as a calibration dataset to determine the potential denitrification 
rate and the parameters for the water and NO3

- reduction functions (water contents and NO3
- 

concentrations of the cores were manipulated). The temperature reduction function was taken 
from the literature and consisted of a two-stage exponential growth model with a breakpoint at 
11 oC. The model predictions were compared to field data from another study (Ryden, 1983) and 
to field data developed by the authors where water contents and temperature were measured 
continuously (Henault et al., 1998). The potential denitrification rates estimated for the 
calibration dataset and the two independent datasets were 3.94, 7.19, and 2.71 kg/ha/day. The 
model adequately predicted the dentrification rates of the two independent datasets (R2 of 0.55-
0.67 for the data from Ryden, 1983 and 0.90 for the data from Henault et al., 1998). A sensitivity 
analysis showed the model was most sensitive to uncertainties in the soil water content, 
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especially the threshold water content where denitrification commences (w1 in Equation 3.2.4-4). 
The authors suggested that this value could vary with soil texture and could be approximated by 
the field capacity water content. The model was also sensitive to the breakpoint in the two-stage 
temperature reduction function. Limits on denitrification due to C availability were not included 
directly in the model (perhaps due to the assumption that C is readily available in agricultural 
topsoils). Carbon limits could be included in the model, however, by assigning a value for 
potential denitrification rate under C-limited conditions. 

Groffman and Tiedje (1991) suggested that simple models of denitrification should take 
soil texture and soil drainage class into account. In a field study, they found that the relationship 
between denitrification rates and air-filled porosity (one minus degree of saturation) varied 
among a loam, clay loam, and sand textured soil. In the sand, there was no relationship. In the 
loam soil, denitrification rates dropped sharply as air-filled porosity increased. In the clay loam 
soil, denitrification rates dropped more gradually as air-filled porosity increased. They attributed 
the pattern to differences in pore size distributions. The clay loam soil had smaller pores that 
remained anaerobic at higher air contents than the loam soil. In the sand, denitrification rates 
were uniformly low. They also found a relationship between respiration and the soil drainage 
class, but not soil texture. Other studies have shown that wet forest soils have high respiration 
rates at water contents near or at saturation. This is attributed to microbial populations that are 
adapted to low oxygen conditions. These populations can develop within weeks. Groffman and 
Tiedje (1991) found that respiration increased with air-filled porosity in well drained soils, 
decreased with air-filled porosity in poorly drained soils, and showed no relationship in 
somewhat poorly drained soils. This also suggested that wet soils, regardless of texture, may 
have microbial populations adapted to low oxygen conditions. The increased respiration rate in 
these soils could accelerate denitrification by using up available oxygen. 

Studies have shown that denitrification rates in agricultural topsoils are highly variable in 
space with coefficients of variation approaching 100% (Folorunso and Rolston, 1984; Myrold, 
1988; Parkin et al., 1987; Rice and Smith, 1982). Denitrifying bacteria require readily oxidizable 
OM, NO3

- and a deficit of oxygen. Since oxygen and nitrate are relatively mobile compared to 
organic matter, denitrification hotspots of high oxidizable organic matter and/or sites where 
oxygen is restricted (by wetter conditions, for example) tend to develop. Parkin and Robinson 
(1989) developed a simple dentrification model that was unusual in that it was based on a 
stochastic approach. The denitrification rate was assumed to be proportional to the product of the 
denitrification enzyme activity (a measure of the potential denitrification rate) and the CO2 
production activity. A Monte Carlo approach was used to select values from lognormal 
distributions of enzyme activity and CO2 activity. The model adequately predicted the mean and 
variance of measured denitrification rates in three validation data sets. 

Soil aggregates containing OM could satisfy the conditions for a denitrification hotspot. 
Arah (1990) developed a denitrification model for soil aggregates (or nominal aggregates if a 
microsite is caused to be wet or contain high OM for some other reason). Movement of oxygen 
and nitrate into the interior of an aggregate was modeled as a diffusion process using the 
diffusion equation for spheres. It was a steady-state model with concentrations determined as a 
function of distance from the center of the sphere. A sink term in the equation represented the 
denitrification rate which was modeled with a Michaelis-Menten equation multiplied by a 
potential denitrification rate and a reduction function to account for the inhibitory effect of 
oxygen. The model showed that medium-size aggregates could have the greatest denitrification 
rate, depending on the diffusion coefficient used. Small aggregates did not become anaerobic 
because oxygen could diffuse to the center. Large aggregates became anaerobic but 
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denitrification stopped when NO3
- could not diffuse to the center. The model predicted 

concentrations of NO3
- and oxygen as a function of radius within the aggregate. These values 

could be used to calculate the overall steady state rate of denitrification for an aggregate of a 
given radius. Arah (1990) also suggested a way to make the model stochastic by assuming a 
distribution of aggregate radii in the soil. 

Bergstrom and Beauchamp (1993) developed a simple model of denitrification based on 
an equation similar to Equation 3.2.4-1. The reduction factors were developed from a "boundary 
analysis" of experimental data of denitrification rates as a function of the limiting factors (air-
filled porosity, respiration rate, and mineralizable C). The data appeared as a scatter of points 
around a regression line indicating variability caused by measurement error and the interaction 
with other limiting factors. A line along the upper boundary of the data points represented the 
relationship between denitrification and the limiting factor unaffected by the other factors. The 
boundary line for air-filled porosity indicated that denitrification began at water contents near 
50% of saturation. No evidence was found in the data that NO3

- concentrations would be limiting 
in this model for agricultural topsoils. Model predictions were compared to measured 
denitrification rates in the field over time. The model described the time series reasonably well 
but failed to predict several denitrification events early in the season after a thaw. 

3.2.5 HYDRUS Nitrogen Models 
A number of studies have used HYDRUS-1D or HYDRUS-2D (Šimůnek et al.,2005) to 

model different forms of N, but only three studies have developed a HYDRUS N model for 
OWTS (Beggs et al., 2004; Hassan et al., 2008; Heatwole and McCray, 2007). The HYDRUS 
models, including the latest version which permits 3D simulations (Šimůnek et al., 2006), are 
capable of modeling a series of interacting solutes which can be adapted to forms of N. The 
HYDRUS models are finite element numerical models that simulate unsaturated and saturated 
water flow, temperature-dependent solute transport (including virus/bacteria), and heat transport. 

Hanson et al. (2006) developed a HYDRUS-2D model for surface drip and buried line 
irrigation systems such as those used to irrigate vegetable crops in California. The model 
included N fertilizers added through the irrigation system. The fertilizer was assumed to be 50% 
urea-N, 25% NH4

+-N, and 25% NO3
--N. They modeled three forms of N that included hydrolysis 

of urea to NH4
+ and mineralization of NH4

+ to NO3
-:  urea → NH4

+ → NO3
-. 

They did not include denitrification of NO3
- because of a lack of information on 

denitrification rates and the dependency on temperature and water contents. Ammonium 
volatilization to NH3 gas was not considered. The partial differential equation that described fate 
and transport of urea-N was a form of the CDE: 
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where θ was the volumetric soil water content [L3 L-3], c1 was the concentration of urea-
N in solution [M L-3], t was time [T], xi (i = 1,2) was the vertical and horizontal distance [L], Dij 
was the dispersion coefficient tensor [L2 T-1], and qi was the water flux component [L T-1]. The 
transformation of urea to NH4

+ was assumed to be a first-order reaction and μl,1 was the first-
order rate constant [T-1] for conversion in the dissolved form. The equation that described fate 
and transport of NH4

+ was: 
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 (3.2.5-2) 

where c2 was the concentration of NH4
+-N in solution [M L-3], ρ was soil bulk density [M 

L-3], s2 was the concentration of NH4
+-N adsorbed [M M-1], and μl,2 and μs,2 were the first-order 

rate constants [T-1] for conversion of NH4
+ to NO3

- in the dissolved form and adsorbed form, 
respectively. The next to last term in Equation 3.2.5-2 was a source term representing the 
mineralization of urea and was the same as the last term in Equation 3.2.5-1, except for the 
positive sign. The last term in Equation 3.2.5-2 was a sink term representing plant uptake of 
NH4

+ where s was the water uptake rate [L3 L-3 T-1] and cr,2 the concentration of NH4
+ in the sink 

term [M L-3]. The equation that described fate and transport of NO3
--N was: 

3 3 3
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ij l s r

i j i

c c q cD c s sc
t x x x

θ θ µ θ µ ρ
 ∂ ∂ ∂∂

= − + + −  ∂ ∂ ∂ ∂ 
 (3.2.5-3) 

where c3 was the concentration of NO3
--N in solution [M L-3]. The last term in Equation 

3.2.5-3 was a sink term representing plant uptake of NO3
-. The second-to-last and next-to-last 

terms in Equation 3.2.5-3 were the same as in Equation 3.2.5-2 (except for the sign) and 
represented source terms due to conversion of dissolved and adsorbed NH4

+ to NO3
-. It was not 

clear from the paper if conversion of adsorbed NH4
+ to NO3

- was allowed to occur (if it did not 
occur then μs,2 = 0). 

Adsorption of NH4
+ was described by a linear equation: 

22 cKs d=  (3.2.5-4) 

where Kd was the distribution coefficient for NH4
+ [L3 M-1]. It was assumed that there 

was no adsorption of urea or NO3
-. 

Hanson et al. (2006) ran their simulations for a loam texture soil with hydraulic 
properties taken from the HYDRUS soil database. They took their N model parameter values 
from the literature. For NH4

+ adsorption, they assumed Kd = 3.5 cm3/g and cited values from the 
literature of 3-4 cm3/g (Lotse et al., 1992), 1.5 cm3/g (Selim and Iskandar, 1992), and 3.5 cm3/g 
(Ling and El-Kadi, 1998). For the first-order rate constant for conversion of urea to NH4

+, they 
used μl,1 = 0.38/day and cited Ling and El-Kadi (1998) for using similar values of 0.36, 0.38, and 
0.56/day. For the conversion of NH4

+ to NO3
-, they used μl,2 (and perhaps μs,2) = 0.2/day, citing 

similar values from the literature of 0.2 (Jansson and Karlberg, 2001), 0.02-0.5 (Lotse et al., 
1992), 0.226-0.432 (Selim and Iskandar, 1992), 0.15-0.25 (Ling and El-Kadi, 1998), and 0.24-
0.72/day (Misra et al., 1974).  

The results from Hanson et al. (2006) showed very little build-up or movement of urea or 
NH4

+ away from the source due to hydrolysis of urea and adsorption of NH4
+. Nitrate moved out 

of the root zone and below a depth of 100 cm in both drip and buried line irrigation systems. 
Plant uptake and storage in the root zone were the largest components of the mass balance for N. 
Leaching losses accounted for 2-6% of the N balance. 

Heatwole and McCray (2007) developed a model of N fate and transport below OWTS 
trenches using HYDRUS-1D. The objective was to assess the likelihood of N reaching 
groundwater at a depth of about 30 m at a site in Colorado (Todd Creek) where a large 
subdivision was proposed. A uniform and a layered profile were simulated. Ammonium sorption 
was not considered because it had been shown to be relatively unimportant compared to the N 
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transformation processes. The authors used median first-order rate constants for nitrification 
(3.25 1/day) and denitrification (0.042 1/day) taken from the review of literature values by 
McCray et al. (2005). The top boundary of the model was the trench infiltration surface and the 
bottom was a free drainage boundary condition. Simulations were run until steady state was 
achieved (in less than 350 days). The results showed that NH4

+ did not move beyond 30 cm 
below the trench. Using the median value for denitrification, NO3

- concentrations in groundwater 
were well below the MCL for NO3

- (10 mg/L). However, a sensitivity analysis showed that the 
model was most sensitive to the denitrification rate and there was a great deal of variation (3 
orders of magnitude) in the literature values (McCray et al., 2005). Using denitrification rates 
from the lower end of the range resulted in NO3

- concentrations exceeding the MCL at the depth 
of the water table. 

Beggs et al. (2004) used HYDRUS-2D to simulate N fate and transport in a SDIS for 
onsite wastewater effluent. Beggs et al. (2004) used a model space that was rectangular with a 
width equal to the half space between drip emitters (30.5 cm) and a depth of 100 cm (soil surface 
at the top). The emitter was placed at a depth of 15 cm. Turfgrass was selected as the crop with 
the rooting depth to 30 cm. Rooting depth declined linearly from the surface to the maximum 
depth. Root uptake properties were taken from the HYDRUS database. Three soils textural 
classes (sandy loam, loam, and clay loam) were simulated with properties taken from the 
HYDRUS database, as well. Weather data were taken from long-term records for winter months 
(November through May) in California. It was assumed that there was no evaporation due to a 
full grass canopy. Potential transpiration daily average rates were taken from weather records. 
The N chain reaction models (Equations 3.2.5-1 to 3.2.5-3) were used to simulate ammonium, 
nitrate, and nitrite. Adsorption of ammonium was included and varied with soil textural class. In 
HYDRUS-2D, transformation rates for first-order reactions are constant. However, the authors 
used a pseudo-gas phase for ammonium and nitrate to make the reaction rates dependent on 
water content (nitrification optimal near field capacity and denitrification optimal at saturation). 
Carbon was not modeled so the effect of C and N transformations was not included. In addition 
to three soil textural classes, several different model scenarios were included. Nitrogen loss due 
to deep percolation varied from about 5 to 30% of the applied N. Losses were highest in the 
sandy loam soil and lowest in the clay loam soil. Plant uptake of water accounted for 
approximately 5-25% of the applied N. Denitrification losses were surprisingly high, varying 
from approximately 20-70%. Doubling the root zone depth had little effect due to ammonium 
adsorption and limited transpiration during the winter months. Once- daily pulses, as opposed to 
continuous application, accelerated nitrification and denitrification. 

Hassan et al. (2008) also modeled an on-site wastewater SDIS. They used the two-
dimensional version of HYDRUS and compared their model predictions to monitoring data for a 
site that serviced a restaurant in Virginia. The soil at the site had a low conductivity layer at a 
depth of 60 to 80 cm that favored lateral flow in the drainfield area where the slope range from 8 
to12%. The OWTS included a pre-treatment unit and as a result the effluent N entering the drip 
system was all nitrate (ammonium or organic N). Equation 3.2.5-3 was used to simulate nitrate 
transport, plant uptake of nitrate, and denitrification. Denitrification was modeled as a first-order 
reaction with a rate constant of 0.002235 day -1 that did not vary with water content. The model 
space consisted of a sloping parallelogram, 20 m in length and 1.2 m in depth (soil surface at the 
top). Eight emitters were positioned 25 cm below the soil surface. The soil surface was modeled 
as an atmospheric boundary condition, the bottom surface was a free drainage boundary 
condition, and the sides were modeled as seepage faces. The monitoring data consisted of 
measurements of soil water pressure head and suction samplers for soil water nitrate. This data 
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was used to estimate a nitrate mass balance for the drainfield system over the monitoring and 17-
month modeling period. The largest mass balance component was storage of nitrate in the soil 
profile (48%), followed by plant uptake (27%), denitrification (22%), and nitrate losses and 
drainage (0.4%). There was excellent agreement between the model results (predicted water 
pressure heads and soil water nitrate concentrations). 

Langergraber and Šimůnek (2005) developed a microbial growth model called 
Constructed Wetlands 2D (CW2D) to simulate N fate and transport in constructed wetlands. It 
consisted of a multi-component reactive transport module that ran in the HYDRUS model. The 
13 components modeled in CW2D included: 

♦ DO; 

♦ three pools of OM: readily biodegradable OM, slowly biodegradable OM, and inert OM; 

♦ four forms of N: NH4
+, NO2

- , NO3
-, and N2 gas; 

♦ three groups of bacteria: heterotrophic bacteria responsible for hydrolysis, mineralization 
(aerobic growth), and denitrification (anoxic growth); autotrophic Nitrosomonas responsible 
for producing NO2

-; and autotrophic Nitrobacter responsible for producing NO3
-; 

♦ inorganic P (IP); and 

♦ a tracer of choice 
Hydrolysis takes place independent of the oxygen condition. Aerobic growth of bacteria 

consumes DO, NH4
+, and P. Anoxic growth of bacteria uses NO3

- and NO2
- and produces N2 

(denitrification). Adsorption is included for NH4
+ and IP. 

In CW2D, all transformations between components occur in the aqueous phase. The 
reaction rate for a given component (ri, i = 1, …, 13) [M L-3 T-1] is given by: 

∑
=

=
R

j
jji rcr
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νθ  (3.2.5-5) 

where j = 1, …, R (R is the number of processes contributing to the production or loss of 
the component), υj is the stoichiometric factor for the reaction and component [M M-1], and rcj is 
the zero-order reaction rate for the component and process [M L-3 T-1]. The zero order reaction 
rate for denitrification (rc3) is: 

XH
IPIPDN

IP

NONHDN

NH

CRCRDN

CR

NONODN

NODN

NONODN

NO

OODN

ODN
DN

c
cK

c
cK

c
cK

c
cK

K
cK

c
cK

K
rc

⋅
+

⋅
+

⋅
+

⋅
+

⋅
+

⋅
+

=

,34,

4

,22,

2,

33,

3

22,

2,
3 µ

 

 (3.2.5-6) 

where μDN is the maximum denitrification rate [T-1]; KDN,O2, KDN,NO3, KDN,NO2, KDN,CR, 
KDN,NH4, KDN,IP, are the Monod equation saturation/inhibition coefficients [M L-3] for DO (O2), 
NO3

- (NO3), NO2
- (NO2), readily biodegradable OM (CR), NH4

+ (NH4), and IP, respectively; 
cO2, cNO3, cNO2, cCR, cNH4, cIP, are the concentrations [M L-3] of DO, NO3

-, NO2
-, readily 

biodegradable OM, NH4
+, and IP, respectively; and cXH is the concentration of heterotrophic 

bacteria [M L-3].  
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The exchange of oxygen from the gas phase to the aqueous phase is described by: 

( )2,22,
2

OsatOOaer
O ccak

dt
dc

−=  (3.2.5-7) 

where cO2,sat is the saturation coefficient for DO [M L-3], a is the soil air content [L3 L-3], 
and kaer,O2 is the oxygen respiration rate [T-1]. CW2D models heat transport as well and many of 
the parameters (e.g.,  cO2,sat) are temperature dependent. 

The CW2D model was developed to simulate a subsurface constructed wetland used in 
Austria where domestic wastewater infiltrates vertically through a sand bed. Langergraber and 
Šimůnek (2005) describe a single stage and double stage configuration of infiltration beds. In the 
single stage configuration, the bed was one m in width and 60 cm deep with a 10-cm layer of 
gravel at the bottom above a drain. The surface was an atmospheric boundary condition modified 
to allow ponding and the bottom was a seepage boundary condition. A daily loading rate of 40 L 
of wastewater was simulated, applied in 4 doses of 10 L at 6-hour intervals. The DO 
concentrations at depths of 5, 15 and 50 cm during a 24-hour period are shown in Figure 3-6. 
Concentrations decrease at 5 and 15 cm for about an hour with each dose but concentrations are 
relatively constant at a depth of 50 cm. 

 
Figure 3-6. DO Concentrations at 5, 15, and 50 cm Depths Below the Infiltration Surface in a Single Stage Constructed 
Wetland with 4 Daily Doses Simulated by CW2D. 

 

The concentrations of NO3
- are shown for the same time interval and depths in Figure 

3-7. Nitrate concentrations at 5 and 15 cm decrease with each dose as denitrification occurs 
under low DO conditions, but return to initial concentrations within an hour. Nitrate 
concentrations at 50 cm increase slowly over time. 
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Figure 3-7. Nitrate Concentrations at 5, 15, and 50 cm Depths Below the Infiltration Surface in a Single-Stage 
Constructed Wetland with Four Daily Doses Simulated by CW2D. 

 

In another study, Langergraber (2004) analyzed the role of plant uptake in wastewater 
assimilation. Plant uptake of nitrogen was relatively unimportant (1.9% of the influent nitrogen 
load) for a wetland treating municipal wastewater. For lower loaded systems such as gray water, 
plant uptake accounted for 46% of the nitrogen load. 

3.2.6 SWAT Nitrogen Model 
The Soil Water Assessment Tool (SWAT) is a widely used watershed-scale transport 

model that includes algorithms for modeling the different forms of soil N (Neitsch et al., 2002). 
SWAT simulates mineralization, nitrification, denitrification, and immobilization of N (Figure 
3-8). A daily mass balance approach is used. 

SWAT models five different pools of N (Figure 3-9) including NH4
+, NO3

-, and three 
forms of organic N (fresh, active, and stable) in each layer of soil.  

Decomposition of the fresh organic N pool is allowed only in the soil surface layer. 
Mineralization from the active organic N pool to the NO3

- pool is described by the equation: 

lyactlyswlytmplya orgNN ,
2/1

,,min,min )( γγβ=  (3.2.6-1) 

where Nmina,ly is the amount of N mineralized (kg/ha N) in a soil layer during a time step, 
βmin is the rate coefficient for mineralization (unitless), γtmp,ly is the nutrient cycling temperature 
factor (unitless), γsw,ly is the nutrient cycling soil water factor (unitless), and orgNact,ly is the active 
organic pool N (kg/ha N). The default value in SWAT for βmin is 0.0003. Equation 3.2.6-1 is very 
similar to the source/sink terms in Equation 3.2.5-1, 3.2.5-2, and 3.2.5-3. It is modified by a 
geometric average of the nutrient cycling temperature and soil water factors. 
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Figure 3-8. The N Cycle as Simulated by the SWAT Model.  
Neitsch et al., 2002. Reprinted with permission. 

 

 

 
Figure 3-9. SWAT Soil N Pools and Processes that Move N in and out of Pools. 
Neitsch et al., 2002. Reprinted with permission. 
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The nutrient cycling soil water factor is calculated as: 

ly

ly
lysw FC

SW
=,γ  (3.2.6-2) 

where SWly is the soil water content of the layer and FCly is the soil water content of the 
layer at field capacity (both in mm of water). Equation 3.2.6-2 shows that γsw,ly will increase with 
water content in a linear fashion. The nutrient cycling temperature factor is calculated as: 
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=

lysoillysoil

lysoil
lytmp TT

T
γ  (3.2.6-3) 

where Tsoil,ly is the soil temperature of the layer (oC). A plot of γtmp,ly as a function of Tsoil,ly 
is shown in Figure 3-10. The temperature factor increases nonlinearly with soil layer temperature 
and reaches a plateau at about 30 oC, as does the amount of fresh organic N mineralized. 

 
Figure 3-10. SWAT Nutrient Cycling Temperature Factor as a Function of Soil Layer Temperature. 

 

SWAT includes volatilization of NH4
+ but a depth factor reduces volatilization to zero for 

depths greater than 3 cm. 

Nitrification is described by the following equation: 

( )[ ]lynitlynit NHN ,exp14 η−−=  (3.2.6-4) 

where Nnit is the amount of NH4
+ converted to NO3

- via nitrification in a soil layer during 
a time step (kg/ha N), NH4ly is the amount of NH4

+ in the soil layer (kg/ha N), and ηnit,ly is the 
nitrification regulator. The nitrification regulator is the product of the nitrification temperature 
factor (ηtemp,ly) and the nitrification soil water factor (ηsw,ly) for the soil layer: 

lyswlytmplynit ,,, ηηη =  (3.2.6-5) 

The nitrification temperature factor is calculated as: 
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The temperature factor is zero for soil temperatures below 5oC and increases linearly 
with temperature with a value of one at a temperature of about 30oC. The nitrification soil water 
factor is calculated as: 

( )lyly

lyly
lysw WPFC

WPSW
−

−
=

25.0,η  (3.2.6-7) 

where WPly is the soil layer water content at wilting point (mm of water). The soil water 
factor increases linearly with water content attaining a value of four at field capacity. The effect 
of soil water content on nitrification based on the above equations is shown in Figure 3-11 for a 
soil with 10 kg/ha NH4

+-N in a soil layer. In this case, the temperature factor was held constant 
(ηtmp,ly =1) with WPly = 10 mm and FCly = 30 mm. Nitrification increases rapidly from zero at 
wilting point to an asymptotic value near field capacity. 
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Figure 3-11. N Nitrified as a Function of Soil Water Content for a Soil with a Field Capacity Water Content of 30 mm in 
SWAT Based on Equations 3.2.6-4, 3.2.6-5, and 3.2.6-6. 

 

SWAT models the amount of NO3
- lost during a time step through denitrification (Ndent,ly 

in kg N ha) using the following equation: 

[ ] 95.04.1exp(13 ,,, ≥−−= lyswlylytmplylydent orgCNON γγ  (3.2.6-8) 

where NO3ly is the amount of NO3
- in the soil layer (kg/ha N), orgCly is the amount of 

organic carbon in the layer (%), γtmp,ly is the nutrient cycling temperature factor (Equation 3.2.6-
3) and γsw,ly is the nutrient cycling soil water factor (Equation 3.2.6-2) for the soil layer. If γsw,ly is 
less than 0.95, then there is no denitrifcation. This allows denitrification to occur for soil water 
contents slightly below field capacity up to saturation. The effect of soil temperature on 
denitrification based on Equation 3.2.6-8 is shown in Figure 3-12. Denitrification rates increase 
nonlinearly with temperature from 10 to 20oC and reach a plateau at about 25oC. 
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Figure 3-12. Nitrogen Denitrified as a Function of Soil Temperature in SWAT Based on Equation 3.2.6-8. 

 

3.2.7 Riparian Zone Nitrogen Models 
In this chapter, two riparian zone models are discussed. Riparian zones often represent 

ideal conditions for reducing NO3
- losses. Many studies have examined the effect of riparian 

buffers on N fluxes to streams (see Lowrance et al., 1995 for a review). In general, these studies 
have shown that riparian buffers reduce NO3

- fluxes in shallow groundwater flow to streams by 
40-100%. The mechanism for removal of NO3

- is primarily a combination of plant uptake and 
denitrification. Nitrate enters the riparian zone via shallow groundwater flow. Denitrification can 
occur in groundwater during the winter when the water table in the riparian zone is close to the 
soil surface where C levels and microbial populations are high. In the summer, however, most 
studies have shown that potential denitrification rates are very low at the depths where the water 
table occurs due to low C or microbial populations (Ambus and Lowrance, 1991; Groffman et 
al., 1992; Lowrance, 1992; Beare et al., 1994). During these months, plant uptake may 
temporarily store NO3

- which is returned to the soil surface in leaf litter (Pinay et al., 1996). This 
is especially true in a mature forested riparian zone. The N is then mineralized and denitrified at 
the soil surface (Haycock et al., 1993; Hanson et al., 1994). Alternatively, roots may grow down 
into unsaturated soil in the summer and then when the water table rises in the winter, roots decay 
and become a C source, creating a hotspot for denitrification (Gold et al., 1998). 

The Riparian Ecosystem Management Model (REMM) was developed to model N fate 
and transport in riparian buffer systems (Altier et al., 2002). It uses a mass-balance approach and 
operates on a daily time step. The riparian zone is modeled in two dimensions with the horizontal 
dimension being distance from the stream and the vertical distance being depth below the soil 
surface. A litter layer and three soil layers are included within the model space. Inputs to the 
model include surface runoff and lateral groundwater inflow from the upland area, as well as 
nutrient, sediment, and OM content in these flows. 

REMM simulates three N pools within the soil and litter layers: residue, humus, and 
inorganic which includes NH4

+ and NO3
- (Figure 3-13). Although fixed ratios of C/N are shown 

in the figure for the humus pools, these ratios vary from 3 to15 for the active pool, 12 to 20 for 
the slow pool, and 7 to 10 for the passive pool, depending on the inorganic N availability. 
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Decomposition of the residue and humus pools results in addition to the NH4
+ pool based on the 

C/N ratio of the organic pools, which varies from 150 in the structural residue pool to 8 in the 
active humus pool. Decomposition of OM follows the methods used in the Erosion-Productivity 
Impact Calculator (EPIC, Williams et al., 1983) and Nitrate Leaching and Economic Analysis 
Package (NLEAP) models (Shaffer et al., 1991). Decomposition is modeled as a first-order 
process multiplied by reduction factors for temperature, water content, and C/N ratio with factor 
values varying between 0 and 1. The temperature factor is an Arrhenius function with Q10 = 2. 
The water content factor for aerobic decomposition on day t (WFacaerobic,t) [-] is based on degree 
of saturation (S as a %): 
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Figure 3-13. Nitrogen Pools Simulated in REMM (Altier et al., 2002) 

 

The water content factor for aerobic decomposition (ammonification) is shown in Figure 
3-14. Optimal decomposition rates occur when S is near 60% and rates decline above this water 
content.  

The fluxes among N pools simulated in REMM are shown in Figure 3-15. Ammonium 
adsorption is simulated using a Freundlich adsorption equation. Nitrification is modeled as a 
first-order process using a Michaelis-Menten function for the first-order rate coefficient. Within 
the equation for the rate coefficient is an environmental limiting function which is the minimum 
of the aerobic water reduction function (Equation 3.2.7-1), the temperature reduction function, 
and a pH reduction function. The pH reduction function is optimal at pH between 7.0 and 7.4 and 
declines for pH outside this range.  
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Figure 3-14. The Water Content Reduction Factor for Aerobic Decomposition (Ammonification) as a Function of Soil 
Layer Degree of Saturation in REMM. 

 

 
Figure 3-15. Fluxes Among N Pools in REMM (Altier et al., 2002). 

 

Denitrification is assumed to be a zero-order process with respect to NO3
- concentrations 

at concentrations above 2-5 mg/kg N, with the primary limitation being the availability of 
carbon. An Arrhenius temperature reduction function is included with Q10 = 2 and an optimum 
temperature of 35oC. An anaerobic reduction function is used to account for the effect of water 
content and carbon availability on denitrification. It includes a water reduction function for 
denitrification: 



 

 
3-24 









=

)0815.0exp(000304.0
1

, S
MinWFac tanaerobic  (3.2.7-2) 

The water reduction function for denitrification is shown in Figure 3-16. Denitrification 
is possible when the degree of saturation exceeds about 40%.  
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Figure 3-16. Water Reduction Function for Anaerobic Denitrification as a Function of Soil Layer Degree of Saturation in 
REMM. 

 

The anaerobic reduction factor on day t (AnaFact) [-] is calculated as: 
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where XCoef is a coefficient [-] that limits the maximum amount by which AnaFact can 
increase over the value for the previous day (AnaFact-1), usually a value of 1.5. CurvCoef is a 
coefficient relating the amount of mineralizable C to its effect on anaerobiosis [ha/kg] and 
CMint-1 is the C mineralization on the previous day [kg/ha].  

Another riparian zone model is the Riparian Nitrogen Model (RNM) developed in 
Australia (Rassam et al., 2005). It only considers N losses due to denitrification. The model 
assumes that the first-order potential denitrification rate exhibits an exponential decay with soil 
depth from the surface to the bottom of the root zone where it is zero. This is due entirely to the 
reduction in DOC with depth. Actual denitrification only occurs in groundwater so the 
intersection of the water table with the exponential decay depth function for potential 
denitrification rate determines the zone and rate of denitrification. The model simulates 
denitrification pulses during flooding events for ephemeral and low-order stream riparian zones. 
It also simulates denitrification that occurs in low-order stream riparian zones under base flow 
conditions where groundwater flows through the zone and intersects the root zone. The model 
determines the average denitrification rate and the time of duration for a given flooding event or 
base flow conditions. It then uses first-order kinetics to determine the N loss due to 
denitrification. Temperature effects are not taken into account. 
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3.2.8 Agricultural Nitrogen Models 
Many comprehensive models of N fate and transport have been developed for agricultural 

conditions, in addition to the SWAT and REMM models. This review will describe several 
of these models as examples but not include all of the models. 

A well-known agricultural N model is the Denitrification and Decomposition (DNDC) 
model developed by Li et al. (1992). The purpose of the model is to predict N2O emissions from 
agricultural fields that occur as pulses after rainfall events. The model was developed as part of 
the scientific effort to assess greenhouse gas emissions, but it also predicts N2 and CO2 gas 
production. The model includes an organic N decomposition routine (ammonification and 
nitrification) and a denitrification (production of N2O as well as N2) routine. In between rainfall 
events, only the decomposition subroutine is active. When a rainfall event occurs, the 
denitrification subroutine is activated (and the decomposition subroutine inactivated). The 
denitrification subroutine executes on an hourly time step until the degree of saturation (S) in the 
top 20 cm of the soil profile falls below 0.40 or 240 hours have elapsed since the rain event 
started.  

The soil profile (usually top 50 cm) is divided into layers (usually 2 cm in thickness). A 
thermal-hydraulic subroutine simulates water and heat flow between soil layers and each layer 
fills to saturation before the layer below receives water. Water flows out of the soil profile 
assuming a unit gradient. Evapotranspiration and crop uptake of water and nutrients are 
simulated. Soil physical properties (% clay, saturated hydraulic conductivity, water retention 
parameters, etc.) are assigned based on 12 textural classes including "organic" from Clapp and 
Hornberger (1978). Clay content also affects decomposition because clays absorb organic C and 
shelter it from decomposition.  

In the DNDC model, soil temperature and soil moisture are key factors controlling both 
decomposition and denitrification. Reduction functions limit decomposition and nitrification at 
high and low temperatures and high and low S. Optimum conditions for nitrification occur at a 
temperature of 35oC and S = 0.90. Denitrification starts as soon as a soil layer becomes saturated. 
Denitrifier bacteria dynamics are simulated using multiple Michaelis-Menten terms that limit 
growth due to available carbon and nitrous oxides. The effect of soil pH is simulated such that at 
low pH (< 5) denitrification does not proceed beyond the production of N2O. The denitrification 
rate increases exponentially with temperature reaching a maximum at 60-75oC. 

Li et al. (1992) performed a sensitivity analysis of the DNDC model, using a combination 
of rainfall interval scenarios and a 1-year simulation with typical climatic data. They found that 
for all tests of the thermal-hydraulic subroutine, sandy soils were dryer than clayey or organic 
soils. The production of soluble C and NO3

- were used as measures of decomposition. As the 
interval between rainfall events increased, NO3

- (and to a much lesser extent, soluble C) 
concentrations increased. Decomposition was maximized when S was about 0.60. As soil 
temperature increased to 30oC, decomposition increased. The sensitivity analysis showed that 
N2O and N2 production increased as rainfall duration increased. Variations in annual 
precipitation had the greatest effect on annual total denitrification (increasing denitrification with 
increasing precipitation). Soil pH variation had the second largest effect on denitrification. Soil 
temperature also had a large effect. Changes in soil density and clay content had little effect (clay 
content was varied without changing soil hydraulic properties so that the effect on soil moisture 
conditions was not included). Clay content did have a large effect on N2O production (as 
distinguished from the production of N2O plus N2). This was due to the stronger absorption by 
clays of N2O than N2. 
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Gabrielle et al. (2008) modified the CERES wheat model to include the production of 
N2O from agricultural topsoils at three sites. Two different submodels were considered and 
tested against experimental data from fields in France. The submodels were based on two 
previously developed of N2O emission: Nitrous Oxide Emission (NOE; Henault et al.,1998) and 
NGAS (Parton et al., 1996, 2001). NOE is a simple denitrification model based on the NEMIS 
model (discussed above in Section 3.2.4). NGAS is a more complex model of nitrification and 
denitrification that considers limitations due to C respiration rates, soil oxygen, labile C, NO3

-, 
and soil pH. The field data showed NO3

- and NH4
+ concentrations were driven by fertilizer 

applications in the spring. The NOE submodel combined with the CERES model (CERES-NOE) 
did a better job of predicting N2O emissions than the NGAS submodel combined with CERES 
(CERES-NGAS). The better performance of the NOE submodel may have been due to the fact 
that it required site-specific soil parameters such as the potential denitrification rate from sites 
tested in the study, whereas NGAS did not. 

LEACHN is the N version of the LEACHM (Leaching Estimation and Chemistry Model) 
developed by Hutson and Wagenet (1992). It is a numerical model that simulates vertical 
movement of water and solutes within a soil profile. There are two versions of the LEACHM 
adapted for simulating N: LEACHNR uses a numerical solution to the Richards equation to 
simulate water flow and LEACHNA uses a capacity approach to fill each soil layer and includes 
a dual porosity system to simulate macropore flow. Jabro et al. (1995) compared predictions of 
monthly water flux and NO3

- concentrations by both versions to measured concentrations in 
zero-tension pan lysimeters in a five-year field study that used different N fertilizer rates and a 
manure treatment. Model parameters for water flow and N transformations were calibrated using 
data from two of the five years. The calibrated N transformation parameters were within the 
range suggested in the model documentation. There was little difference between the two model 
versions and both monthly flow and N predictions were good for most months and treatments. 
However, both model versions failed to predict high NO3

- losses in the high N fertilizer treatment 
in one of the verification years and low NO3

- loses in two verification years of the zero fertilizer 
treatment. To get a good fit, it was necessary to adjust the N transformation parameters 
separately for each treatment. 

DRAINMOD-N II is a comprehensive N model (Youssef et al., 2005) designed to run 
with the DRAINMOD hydraulic model (Skaggs,1978). These models are particularly suited to 
agricultural soils with artificial drainage. DRAINMOD-N II simulates plant uptake of N, 
mineralization/immobilization, nitrification, denitrification, volatilization, atmospheric 
deposition and fixation of N by legumes. The carbon cycle is also modeled based on routines in 
the CENTURY model (Metherell et al.,1993). Denitrification is modeled using Michaelis-
Menten kinetics with rate reduction factors for relative soil water content, temperature, and soil 
depth (an exponential decay function limits denitrification at deeper depths due to depletion of 
carbon). In a case study simulation for a typical corn production system over 40 years, plant 
uptake accounted for 64% of the annual N use budget, denitrification 19%, and N loss through 
drain flow accounted for 14%. A sensitivity analysis showed that parameters controlling 
denitrification were the most sensitive (Wang et al., 2005). 

       Brief descriptions of several other well known agricultural N models are included below: 

♦ ANIMO (Agricultural Nutrient Model) is a comprehensive nutrient cycling model developed 
in The Netherlands to simulate leaching of N from the soil surface to groundwater and 
surface waters (Kroes and Roelsma, 1997). It simulates ammonification, nitrification, 
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denitrification, immobilization, and NH4
+ adsorption as well as oxygen concentrations and 

temperature in the soil profile. 

♦ CENTURY (Grassland and Agroecosystem Dynamics Model) is designed to simulate long-
term soil OM dynamics in the topsoil in response to changes in management and climate 
(Metherell et al.,1993). The model uses a monthly time step and simulates fluxes of C, N, 
and P. 

♦ EPIC is a mass-balance model designed to simulate the effect of soil erosion on crop 
production (Williams et al., 1983). The N routines are very similar to those in SWAT 
(described in Section 3.2.6 above) since SWAT was developed from EPIC. 

♦ NLEAP is designed to estimate leaching of NO3
- below the root zone (Shaffer et al., 1991). It 

includes ammonia volatilization, ammonification, nitrification, denitrification, and plant 
uptake. 

♦ RZWQM (Root Zone Water Quality Model) is a comprehensive agricultural model that 
simulates N fate and transport using numerical solutions (Ahuja et al., 2000). 

3.2.9 Conclusions 
Many N models have been developed for agricultural applications but very few have 

been developed for OWTS and the processes that occur in the STU (Table 3-1). Since the most 
common forms of N in STE are organic N and NH4

+, the N transformations of interest are 
ammonification, nitrification, and denitrification. Denitrification is highly sensitive to 
environmental factors, varying widely in space and time. The biggest question in modeling N in 
OWTS is under what conditions and to what extent does denitrification occur. 

Two different approaches have been used for denitrification models: microbial growth 
models and simplified process models. The simple denitrification models are most sensitive to 
functions designed to account for the effect of soil water or air-filled porosity on denitrification 
(Heinen, 2003; Henault and Germon, 2000). 

Several studies indicate that differences in soil texture, structure or drainage class are 
likely to affect denitrification, largely through their effect on soil water and oxygen availability 
(Groffman and Tiedje, 1991, Heinen, 2003; Henault and Germon, 2000; Li et al. (1992). 
However, studies have not shown a soil effect on N model parameters (Heinen, 2003). 

Riparian zones often represent ideal conditions for reducing NO3
- losses. Studies have 

shown that riparian buffers reduce NO3
- fluxes in shallow groundwater flow to streams by 40-

100%. This work and studies of agricultural topsoils indicate the importance of alternating 
aerobic and anaerobic periods and the effect of C in creating hotspots of denitrification. 

A number of studies have used the HYDRUS framework (Šimůnek et al.,2005) to model 
different forms of N, but only one HYDRUS N model adapted for OWTS has been developed 
(by Heatwole and McCray, 2007). They found that their model was most sensitive to the 
denitrification rate (an input parameter) and there was a great deal of variation in the literature 
values. Beal et al. (2005), in a review of OWTS, suggested that models of sand filters might be 
adapted to OWTS. CW2D is a HYDRUS-based model of a sand filter that incorporates most of 
the features one might consider in a comprehensive microbial growth model, including a variable 
rate of denitrification due to changes in DO concentrations.  

The HYDRUS 2D framework is especially suitable for modeling SDIS which may 
maximize N assimilation through plant update. It may be possible to expand the model domain to 
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include shallow groundwater and base the design of an OWTS on the N loss at a down-gradient 
groundwater boundary such as the property boundary. This type of model domain could include 
important processes such as N transport in the water table capillary fringe (Abit et al., 2008). It is 
unrealistic to expect, however, that HYDRUS model domains can exceed more than about 10 m. 

It may be possible to develop simple N models for STUs that will predict the effect of 
different soil types (texture, structure, and drainage class) by adapting the CW2D model to 
OWTS. This comprehensive model could then be run for the different soil types to generate N 
loss data. Simple regression models could then be developed from this data that relate soil types 
to predicted N losses. 
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Table 3-1. Summary of Models, Short Description and the N Process Simulated. 

Reference Model Description Nitrogen Processes 
Ahuja et al., 2000 RZWQM Comprehensive agricultural root zone 

model 
Ammonification, nitrification, denitrification, plant 
uptake, and NH4+ sorption 

Altier et al., 2002 REMM Comprehensive riparian zone model Ammonification, nitrification, denitrification, plant 
uptake, and NH4+ sorption 

Anderson et al., 1998 OWTS Groundwater transport numerical 
model 

Dilution and dispersion 

Arah, 1990 Agricultural topsoil 
model 

Simple denitrification model for 
aggregates 

Denitrification 

Bergstrom and 
Beauchamp, 1993 

Agricultural topsoil 
model 

Simple denitrification model Denitrification 

Eichner et al., 1992 OWTS Simple mass-balance model for 
predicting groundwater NO3- from 
OWTS in MA 

Dilution  

Frimpter et al., 1990 OWTS Simple mass-balance model for 
predicting groundwater NO3- from 
OWTS in MA 

Dilution 

Gabrielle et al., 2008 CERES-NGAS and 
CERES-NOE 

Crop growth model modified to 
predict N2O emissions 

Nitrification and denitrification 

Hanson et al., 2006 HYDRUS-2D N fertilizer movement in drip and 
buried irrigation systems 

Ammonification and nitrification 

Hantzsche and 
Finnemore, 1992 

OWTS Simple mass-balance model for 
predicting groundwater NO3- from 
OWTS in CA 

Denitrification 

Heatwole and McCray, 
2007 

HYDRUS-1D N movement below a OWTS trench Ammonification, nitrification, and denitrification 

Henault and Germon, 
2000 

NEMIS Simple denitrification model for 
agricultural topsoils 

Denitrification 

Hutson and Wagenet, 
1992 

LEACHN Comprehensive agricultural topsoil 
model 

Ammonification, nitrification, denitrification, plant 
uptake, and NH4+ sorption 

Kinzelbach et al., 1991 Groundwater model Groundwater multi-species model Denitrification; NO3-, DOC, and DO transport; 
microbial growth 

Kroes and Roelsma, 
1997 

ANIMO Comprehensive agricultural topsoil 
model 

Ammonification, nitrification, denitrification, 
immobilization, and NH4+ adsorption 

Langergraber and 
Šimůnek, 2005 

CW2D Comprehensive numerical microbial 
growth model for constructed 
wetlands 

Ammonification, nitrification, denitrification, plant 
uptake, and NH4+ sorption 

Li et al., 1992 DNDC Comprehensive mass-balance model 
for agricultural topsoils 

Ammonification, nitrification, denitrification, and 
N2O emissions 

Metherell et al., 1993 CENTURY Long-term OM dynamics model for 
agricultural topsoils 

Ammonification, nitrification, denitrification, and 
plant uptake 

Neitsch et al., 2002 SWAT Watershed-scale, comprehensive 
model, mas- balance approach 

Ammonification, nitrification, denitrification, 
ammonia volatilization, and immobilization 

NJSOP, 1988 OWTS Simple mass-balance model for 
predicting groundwater NO3- from 
OWTS in NJ 

Dilution 

Parkin and Robinson, 
1989 

Agricultural topsoil 
model 

Simple denitrification model with 
stochastic C distribution 

Denitrification 

Rassam et al., 2005 RNM Australia riparian zone model Denitrification 
Spiteri, et al., 2007 OWTS Groundwater transport numerical 

model 
Dilution, dispersion, and denitrification 

Taylor, 2003 OWTS Simple mass-balance model for 
predicting groundwater NO3- from 
OWTS 

Denitrification and dilution 

Weintraub et al., 2004 WARMF Watershed-scale model modified to 
include effect of OWTS 

Ammonification, nitrification, denitrification, and 
ammonia adsorption 

Williams et al., 1983 EPIC Agricultural topsoil erosion model Ammonification, nitrification, denitrification, and 
ammonia adsorption 

Youssef et al., 2005 DRAINMOD-N II Comprehensive agricultural model for 
artificially drained soils 

Ammonification, nitrification, denitrification, plant 
uptake, and ammonium sorption 
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3.3 Modeling Phosphorus in Onsite Wastewater Treatment Systems 
Many watershed-scale models include estimates of P losses to surface water bodies, but 

they emphasize the overland flow path and use relatively simple approaches to model P losses 
through leaching (Nelson and Parsons, 2007). The focus of this review is on the leaching 
pathway of P loss. The framework for classifying models (Addiscott and Wagenet, 1985; 
Shaffer, 1995) that was discussed in Section 3.2 also applies to P models. A number of reviews 
of P models have been published. These include McCray et al. (2005), Radcliffe and Cabrera 
(2007), and Beal et al. (2005). 

3.3.1 Phosphorus Transformations 
The most common forms of P in STE are organic P and dissolved inorganic P (McCray et 

al., 2005). The P transformations of interest in modeling fate and transport of P within the STU 
are shown in Figure 3-17, and include:  

♦ mineralization: the microbial transformation of organic P to dissolved inorganic and organic 
P (the reverse process is immobilization) 

♦ sorption: the transformation of dissolved inorganic and organic P to sorbed P (the reverse 
process is desorption) 

♦ precipitation:the transformation of dissolved inorganic P to Fe, Al, and Ca compounds (the 
reverse process is dissolution). 

 
Figure 3-17. Phosphorus Transformations of Interest in the STU of OWTS. 
 

Concentrations of P in soil solutions are very low compared to other nutrients in most 
cases (< 1 mg P/L) (Brady and Weil, 2008). Three forms of P are common in the solution phase: 
H2PO4

-, HPO4
2-, and dissolved organic P (DOP). Plant roots can take up all of these forms of P. 

Soil pH affects the two anionic forms of P with H2PO4
- being dominant at pH < 7 and HPO4

2- 
being dominant at pH > 7. Dissolved organic P can be a large fraction of the solution P when 
wastes are added to soils. In the solid phase, organic P forms part of the labile (easily degraded), 
active, and passive pools of OM. Mineralization can occur under aerobic or anaerobic conditions 
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so this transformation proceeds within the septic tank and most of the P in STE is in the form of 
dissolved inorganic P (McCray et al., 2005).  

Forms of P in the solution phase are subject to sorption to clay minerals, OM, and iron 
and aluminum oxides. This sorption can be outer-sphere electrostatic attraction (weaker sorption) 
or inner-sphere substitution (stronger sorption). Soil pH affects sorption in that most of the P 
sorption sites are variable-charge sites with less sorption at higher pH. As a result, 1:1 clays such 
as kaolinite (high in variable charge sites) sorb more P than 2:1 clays such as montmorillonite. 
Sorption to OM is relatively weak. Adding OM to a soil can cause a reduction in sorption due to 
large organic molecules masking sorption sites, smaller organic molecules competing for 
sorption sites, or chelating of Fe and Al oxides to reduce potential sorption sites. In acid soils, 
Fe- and Al-P precipitates form and in alkaline soils Ca-P precipitates form.  

Since soils differ in clay mineralogy; Fe, Al, and Ca content; and pH, they differ 
substantially in their capacity to retain P. Anaerobic conditions can cause microbial reduction of 
Fe oxides which releases P to solution. Laboratory studies have shown a two-stage retention 
process for soils and aquifers with an initial reversible reaction phase representing sorption, 
followed by a slow irreversible phase that may represent precipitation (Robertson, 1995). 
Phosphorus is much more strongly sorbed on iron oxides than calcite, the most common form of 
CaCO3 (adsorption coefficient of 3000 cm3/g for Fe oxide vs. 10 cm3/g for calcite) (Spiteri et al., 
2007). 

Sorption of P can be modeled with a linear or nonlinear sorption isotherm, with or 
without kinetics. The simplest type of sorption is described by the linear non-kinetic 
(instantaneous) isotherm: 

ds K c=  (3.3.1-1) 

where s is the concentration of P sorbed [M M-1], Kd is the distribution coefficient  
[L3 M-1] related to the strength of sorption, and c is the concentration of P in solution [M L-3]. 
Nonlinear, non-kinetic sorption can be described using the Freundlich equation: 

fs K cβ=  (3.3.1-2) 

where Kf [L3β M-β] and β [-] are Freundlich parameters. It may also be described using the 
Langmuir equation: 

1
l

max
l

K cs s
K c

=
+

 (3.3.1-3) 

where Kl is a Langmuir coefficient [L3 M-1] (similar to Kd) and smax is the maximum 
amount of P that can be sorbed [M M-1]. P sorption data for a sandy loam soil fit with the 
Freundlich and Langmuir isotherms are shown in Figure 3-18 from Nelson and Parsons (2007). 
The Langmuir equation shows a clear maximum sorption capacity but because of the difficulty in 
separating sorption from precipitation, P data often do not show a maximum. 
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Figure 3-18. Freundlich and Langmuir Equations Fit to P Sorption Data for a Norfolk Sandy Loam. 
Nelson and Parsons, 2007. Reprinted with permission. 

 

The simplest kinetic sorption equation is that for linear sorption: 

( )k d
s K c s
t

α∂
= −

∂
 (3.3.1-4) 

where t is time [T] and αk is a first-order kinetic rate coefficient [T-1]. 

The effect of linear, instantaneous sorption on transport of P can best be understood in 
terms of the retardation factor (R) [-]: 

1 b dKR ρ
θ

= +  (3.3.1-5) 

where ρb is the soil bulk density [M L-3] and θ is the volumetric soil water content [L3 L-3]. 
The retardation factor is a ratio of the mean velocity of the soil or groundwater divided by the 
mean velocity of the sorbed constituent (P in this case). 

McCray et al. (2005) reviewed the literature for model parameters suitable for simulating 
the fate and transport of P in OWTSs. They reported maximum P sorption capacities (smax) that 
ranged from 0 to 17,600 with a median value of 237 mg/kg for 38 soils. For the 12 soils that 
were sand textures, the range in smax was 15 to 1,368 with a median value of 40 mg/kg. For the 
thirteen soils that were sandy loam textures, the range in smax was 116 to 1,640 with a median 
value of 405 mg/kg, clearly showing the importance of texture in P sorption. Texture of the other 
soils were not specified in the literature. McCray et al. (2005) also reported Kd values from the 
literature. The median value from 18 data sets was 15.1 cm3/g. Using typical values for ρb and θ 
(1.5 g/cm3 and 0.43 cm3/cm3, respectively), this indicates travel times for P that are on average 
53 times as long as soil water or groundwater travel times.  

Several questions are likely to be important in modeling P fate and transport in STUs. 
One is how sorption parameters such as Kd, smax, and αk vary among soils. Some studies have 
shown that P sorption isotherms for different soils can be collapsed into a single relationship if 
the sorbed P is expressed as a fraction of the total sorption capacity (Nelson and Parsons, 2007). 
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For sandy soils in Florida, Nair et al. (2004) calculated the sorbed P as the oxalate degree of P 
saturation (DPSOx) in percent: 

100
(Ox

Ox-PDPS
Ox-Fe Ox-Al)α

=
+

 (3.3.1-6) 

where Ox-P, Ox-Fe, and Ox-Al were the P, Fe, and Al extractable with 0.1 M oxalic acid 
+ 0.175 M NH4

+ oxalate and α was an empirical factor that varies with soil type (they used a 
value of 0.5 which is appropriate for sands). Since most of the sorption sites in these acid soils 
are due to Fe and Al, the sum of Ox-Fe and Ox-Al is a measure of the sorption capacity of the 
soil. When water-soluble P was plotted as a function of DPSOx, all of the samples fit a "split-line 
model" which increased in slope above a DPSOx breakpoint of about 20% (Figure 3-19). Above 
the breakpoint, more P is in solution because a significant portion of the sorption sites in these 
soils are filled indicating nonlinear sorption. For acid soils, it may be possible to estimate the 
isotherm parameters such as smax and Kl in Equation 3.3.1-3 from the Fe and Al content of 
different soil textures and slopes of the split-line models. 

 
Figure 3-19. Relationship Between the Concentration of Water-Soluble P (WSP) and the Degree of P Saturation 
Calculated Using an Oxalate Extraction (DSPOx) for Surface and Subsurface Soil Samples. 
Nair et al., 2004. Reprinted with permission from the Journal of Environmental Quality. 

 

Another question is the extent of preferential flow. Soil structure can be expected to have 
an effect on P fate and transport because preferential flow will allow soluble P to bypass sorption 
sites. This effect can be incorporated into models, but assigning parameter values to different 
combinations of soil texture and structure will be difficult due to the lack of field data. 

The last question is the degree to which sorption vs. precipitation occurs. The maximum 
sorption capacity may eventually be exceeded, especially in sandy soils or aquifers. If 
precipitation is not a significant loss, then concentrations in the soil solution and groundwater 
will eventually rise to a concentration close to that of the STE. If precipitation is significant, 
however, concentrations may rise to a value less than the effluent P concentration. Sorption can 
be modeled in a relatively simple manner as a source/sink term (as in Equations 3.3.1-1 through 
3.3.1-4) in a CDE approach. To model precipitation with a CDE approach, a first-order decay 



 

 
3-34 

term can be used (McCray et al., 2005). However, a multi-component reactive transport model 
that simulates fate and transport of the different forms of P and pH may be required. This 
approach for modeling P is less common, probably because of the difficulty in distinguishing 
between sorption and precipitation in field data and the added computational time and need for 
model parameter values in a multi-component approach.  

3.3.2 Onsite Wastewater Treatment System Phosphorus Models 
Lake loading models often assume that 100% of OWTS effluent P eventually reaches 

down-gradient waterbodies (Robertson, 1995). Other models assume a given failure rate as a 
percentage of the existing OWTSs within subwatersheds and then simulate a point source within 
each watershed that discharges P at concentrations typical of STE (Hummel et al., 2003). Very 
few models for fate and transport of P in OWTSs have been developed. 

Weintraub et al. (2004) developed a modification to the WARMF model that simulated 
the fate and transport of P in soil beneath an OWTS. WARMF is a watershed-scale, mass-
balance model used to predict nutrient loading to surface water bodies. The module simulated the 
development of a biozone or biomat (two cm in thickness) and the changes in hydraulic 
properties that occurred as the biozone matured. Sorption of P was included in the model. The 
module was calibrated using sand column data (Siegrist et al., 2002), adjusting the parameters 
for biozone hydraulic properties. The module was then tested in predicting the time to hydraulic 
failure of field-scale OWTS. The full model was applied to the Dillon Reservoir Watershed in 
Colorado where approximately 1,500 OWTS were present. Cumulative frequency distributions 
of STE flow and concentrations were used. The 50th percentile PO4

3--P concentration assumed 
was 9.8 mg/L. The model predicted that a scenario for converting from OWTS to a centralized 
sewer system would increase the total P load to surface waters. The OWTS P that was removed 
by soil sorption was greater than the treatment level that could be achieved by a wastewater 
treatment plant. 

Lemonds and McCray (2003) used the SWAT model to simulate P loading from OWTS 
to the Dillon Reservoir, as well. This study is described in Section 3.3.3.  

3.3.3 SWAT Phosphorus Model 
The Soil Water Assessment Tool (SWAT) is a widely used watershed-scale transport 

model that includes algorithms for modeling different forms of soil P (Neitsch et al., 2002). 
Because of the difficulty in separating sorption from precipitation in field data, SWAT uses a 
simplified P cycle model developed by Jones et al. (1984) and Sharpley et al. (1984). This 
system has been adopted by a number of other models including EPIC (Williams, 1995), 
Groundwater Loading Effects of Agricultural Management Systems (GLEAMS; Knisel, 1993), 
Annualized Agricultural Nonpoint Source (AnnAGNPS; Bingner and Theurer, 2008) model, and 
Areal Nonpoint Source Watershed Environment Response Simulation 2000 (ANSWERS-2000; 
Bouraoui and Dillaha, 1996) model (Nelson and Parsons, 2007).  

SWAT simulates mineralization, immobilization, and sorption/fixation of P (Figure 3-
20). A daily mass-balance approach is used. SWAT models six different pools of P (Figure 3-
21): three forms of mineral (inorganic) P and three forms of organic P in each layer of soil.  
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Figure 3-20. The P Cycle as Simulated by the SWAT Model. 
Neitsch et al., 2002; Reprinted with permission. 

 
Figure 3-21. SWAT Soil P Pools and Processes that Move P in and out of Pools. 
Neitsch et al., 2002; Reprinted with permission. 
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Decomposition of the fresh organic P pool is allowed only in the soil surface layer. 
Mineralization from the fresh organic P pool to the solution P pool (Figure 3-21) is described by 
the equation: 

,0.8minf,ly ntr,ly frsh lyP orgPδ=  (3.3.3-1) 

where Pminf,ly is the amount of P mineralized (kg/ha P) during a time step, δntr,ly is the 
residue decay rate constant for the soil layer (unitless) and orgPfrsh,ly is the P in the fresh organic 
pool (kg/ha P). The residue decay rate constant is calculated: 

1/2
, , , ,( )ntr ly rsd ntr ly tmp ly sw lyδ β γ γ γ=  (3.3.3-2) 

where βrsd is the rate coefficient for mineralization of the fresh OM residue, γntr,ly is the 
nutrient cycling residue composition factor for the soil layer, γtmp,ly is the nutrient cycling 
temperature factor, and γsw,ly is the nutrient cycling soil water factor. The nutrient cycling residue 
composition factor (γntr,ly) is calculated from an equation that takes into account the C:N ratio of 
the residue. All the parameters are unitless. 

The nutrient cycling soil water factor is calculated as: 

ly

ly
lysw FC

SW
=,γ  (3.3.3-3) 

where SWly is the soil water content of the layer and FCly is the soil water content of the 
layer at field capacity (both in mm of water). Equation 3.3.3-3 shows that γsw,ly will increase with 
water content in a linear fashion. The nutrient cycling temperature factor is calculated as: 

( ) 1.0
312.093.9exp

9.0
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,
, +

−+
=

lysoillysoil

lysoil
lytmp TT

T
γ  (3.3.3-4) 

where Tsoil,ly is the soil temperature of the layer (oC). 
Mineralization from the fresh organic P pool to the active organic P pool (Figure 3-21) is 

described by the equation: 

,0.2dec,ly ntr,ly frsh lyP orgPδ=  (3.3.3-5) 

Mineralization from the active organic P pool to the solution P pool (Figure 3-21) occurs 
in each soil layer (not just the topsoil) and is calculated: 

1/2
, , ,1.4 ( )mina,ly min tmp ly sw ly act lyP orgPβ γ γ=  (3.3.3-6) 

where Pmina,ly is the P mineralized (kg/ha P), βmin is the rate coefficient for mineralization 
of the active OM (unitless), and orgPact,ly is the amount of P in the active organic pool (kg/ha P). 

Exchanges between solution, active, and stable mineral P pools (Figure 3-21) represent 
the fast and slow reactions observed in P retention in soils (sorption/precipitation). This 
exchange is governed by the P availability index (pai) which is a measure of amount of P that 
remains in solution after a six-month incubation of soil to which fertilizer P has been added 
(Sharpley et al., 1984). The exchange (reversible sorption) of P between the solution and active 
mineral pools (Figure 3-21) is controlled by a set of equilibrium equations: 
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 (3.3.3-7) 

where Psol|act,ly is the amount of P transferred between the soluble and active mineral 
pools in a layer, Psol,ly is the amount of P in the soluble mineral pool, and minPact,ly is the amount 
of P in the active mineral pool, all in kg/ha P. When Psol|act,ly is positive, P is being transferred 
from the solution to the active pool (sorption). When it is negative, P is being transferred from 
the active to the solution pool (desorption). Equation 3.3.3-7 shows that desorption is assumed to 
occur at one-tenth the rate of sorption. 

Exchange between the active and stable mineral pools is governed by the following 
equations: 

| , , , , ,

, , , ,

(4 ) 4

0.1 (4 ) 4
act sta ly eqP act ly sta ly sta ly act ly

eqP act ly sta ly sta ly act ly

P minP minP if minP minP
minP minP if minP minP

β

β

= − <

= − >
 (3.3.3-8) 

where Pact|sta,ly is the amount of P transferred between the active and stable mineral pools 
in a layer, minPact,ly is the amount of P in the active mineral pool, and minPsta,ly is the amount of 
P in the stable mineral pool, all in kg/ha P. A slow rate of exchange is ensured by the equilibrium 
rate constant, βeqP = 0.0006 for a daily time step. When Pact|sta,ly is positive, P is being transferred 
from the active to the stable pool (which could represent precipitation). When it is negative, P is 
being transferred from the stable to the active pool (which could represent dissolution). Equation 
3.3.3-8 shows that losses from the stable pool occur at one-tenth the rate of gains. It also shows 
that the stable mineral pool at equilibrium is four times larger than the active mineral pool. 

Sharpley et al. (1984) provided equations for estimating pai (which is also called the "P 
sorption coefficient") given soil "labile P" concentration, clay content, and organic carbon 
content. Labile P is dissolved P plus a portion of weakly sorbed P. Sharpley et al. (1984) 
measured labile P as anion exchange resin extractable P (Sharpley, 2000). Labile P is a form of 
“bioavailable P” and there are other methods for measuring this fraction including the iron oxide 
strip method (Sharpley, 2000). 

The soluble P lost in runoff is calculated: 

,

,

sol surf surf
surf

b surf d surf

P Q
P

depth kρ
=  (3.3.3-9) 

where Psurf is the amount of P lost in surface runoff in a day (kg/ha P), Psol,surf is the 
amount of P in solution in the surface layer (kg/ha P), Qsurf is the amount of surface runoff in a 
given day (mm of water), ρb is the bulk density of the surface layer (Mg/m3), depthsurf is the 
thickness of the top layer (10 mm), and kd,surf is the P soil partitioning coefficient (m3/Mg). 

The P lost in eroded soil particles is calculated: 

:0.001surf sedP P sed
hru

sedsedP conc
area

ε=  (3.3.3-10) 

In calculating the amount of P that is leached, SWAT only considers P in the top 10 mm 
of soils as the source: 
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, ,

,10
sol surf perc surf

perc
b surf d perc

P w
P

depth kρ
=  (3.3.3-11) 

where Pperc is the amount of P moving from the surface layer (top 10 mm of soil) into the 
first soil layer (kg/ha P), wperc,surf is the amount of water percolating to the first soil layer from the 
surface layer on a given day (mm of water), and kd,perc is the ratio of the P concentration in the 
surface layer to the concentration of P in percolate (m3/Mg). 

Lemonds and McCray (2003) used the SWAT model to simulate P loading from OWTSs 
to the Dillon Reservoir in Colorado. No algorithms exist in SWAT for modeling OWTSs so the 
fertilizer management routine was used to simulate the effect of OWTSs. Fertilizer input 
parameters were adjusted to achieve the appropriate inorganic P input rate to the subsurface 
based on the number of OWTS in each subwatershed. A model sensitivity analysis showed that 
predictions of P loads were most sensitive to pai (Equation 3.3.3-7), εP:sed (Equation 3.3.3-10),  
kd,surf (Equation 3.3.3-9), ρb (Equations 3.3.3-9 and 3.3.3-11), and the initial P concentration in 
the soil.  

3.3.4 REMM Phosphorus Model 
Riparian zones are not as effective in removing P as they are in removing N, but they still 

represent an important zone for trapping P (Lowrance et al., 1995). The Riparian Ecosystem 
Management Model (REMM) was developed to model nutrient fate and transport in riparian 
buffer systems (Altier et al., 2002). It is described in more detail in the chapter on modeling N 
(3.2). The modeling of P is very similar to SWAT (Section 3.3.3), but there are some interesting 
differences. 

Like SWAT, REMM simulates inorganic (mineral) and organic (residue and humus) 
forms of P (Figure 3-22). Both models divide inorganic P into three pools. The labile P pool in 
REMM corresponds to the solution P pool in SWAT (Figure 3-21) and both models have an 
active and stable inorganic P pool. REMM divides residue P into two pools and humus P into 
three pools, unlike SWAT. REMM simulates dissolved forms of the inorganic-labile P pool and 
organic-active P pool (not shown in Figure 3-22). Adsorption and desorption between these 
pools is described using a Langmuir isotherm: 

,
, 0

,1
Diss t

Ads t
Diss t

b PConc
PConc Q

b PConc
=

+
 (3.3.4-1) 

where PConcAds,t is the adsorbed P concentration on day t (μg/g), PConcDiss,t is the 
dissolved P concentration (μg/L), and Q0 (μg/g) and b (L/μg) are Langmuir coefficients 
corresponding to smax and Kl in Equation 3.3.1-3). The effect of soil texture and pH on sorption 
coefficients is taken into account using the following equations: 

0 3.5 10.7 49.5Q clay C= − + +  (3.3.4-2) 
50.061 1.7 10 10 0.027 0.76pHb clay C−= + ⋅ ⋅ + +  (3.3.4-3) 

where clay is the percent clay, C is the percent carbon, and pH is the pH in the soil layer. 
These equations show that P sorption increases with clay and C content and decreases with pH. 
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Figure 3-22. Phosphorus Pools and Transformations Simulated in REMM (Altier et al., 2002). 

 

Exchange between the labile and active inorganic pools is governed by an equation 
similar to SWAT (Equation 3.3.3-7) but desorption and sorption occur at the same rate instead of 
desorption occurring at one tenth the sorption rate. Also, REMM includes temperature and water 
adjustment factors: 

, , , , ,0.1
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la t lb t a ct t p t p t
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FR P P TFac WFac
F

  
= −  −   

 (3.3.4-4) 

where Rla,t is the amount of P transferred from the labile to active inorganic pools on day t 
(kg/ha), Plb,t is the amount of P in the labile pool (kg/ha), Pact,t is the amount of P in the active 
pool (kg/ha), and Flb is the dimensionless P availability index (same as pai in Equation 3.3.3-7). 
The temperature factor is calculated: 

, exp(0.115 2.8)p t soilTFac T= −  (3.3.4-5) 

where Tsoil is the soil temperature (oC). This function increases exponentially with 
temperature and has a value of unity at a temperature of about 25oC. The water factor is 
calculated: 

,

1
Minimum of p t t

FC

WFac θ
θ

 
 =  
  

 (3.3.4-6) 

where θt is the soil layer water content on day t (mm) and θFC is the soil layer water 
content at field capacity (mm). As such, the transfer in Equation 3.3.4-4 is accelerated as soil 
water content increases and reaches a maximum rate for water contents above field capacity. 

Exchange between the active and stable inorganic pools is governed by an equation 
similar to SWAT (Equation 3.3.3-8), but desorption and sorption occur at the same rate: 

, , ,(4 )as t as act t stb tR K P P= −  (3.3.4-7) 
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where Ras,t is the P transferred from active to stable forms on day t (kg/ha), Pact,t is the 
amount of P in the active pool (kg/ha), Pstb,t is the amount of P in the stable pool (kg/ha), and Kas 
is the first-order rate constant (1/day) corresponding to βeqP in Equation 3.3.3-8. Instead of using 
a single value as in SWAT, Kas is adjusted for calcareous vs. noncalcareous soil: 

0.00076 calcareous soil
exp( 1.77 7.05) noncalcareous soil as

lb

K
F

 
=  − − 

 (3.3.4-8) 

3.3.5 Convection Dispersion Equation Phosphorus Models 
A number of models have been developed that use the CDE to simulate the transport of a 

single form of dissolved P and the associated sorbed/precipitated forms. 

Hanson et al. (2006) developed a HYDRUS-2D model for surface drip and buried line 
irrigation systems such as those used to irrigate vegetable crops in California (described in more 
detail in Section 3.2 on modeling N). In the P transport model developed by Hanson et al., 
(2006), the partial differential equation that described fate and transport of P was a form of the 
CDE: 

i
b ij r

i j i

q cc s cD Sc
t t x x x
θ ρ θ

  ∂∂ ∂ ∂ ∂
+ = − −  ∂ ∂ ∂ ∂ ∂ 

 (3.3.5-1) 

where c was the concentration of dissolved P in solution [M L-3], xi (i = 1,2) was the 
vertical and horizontal distance [L], Dij was the dispersion coefficient tensor [L2 T-1], and qi was 
the water flux component [L T-1]. The last term in Equation 3.3.5-1 was a sink term representing 
plant uptake of dissolved P where S was the water uptake rate [L3 L-3 T-1] and cr the 
concentration of dissolved P in the sink term [M L-3]. Sorption of P was described by a linear 
isotherm (Equation 3.3.1-1) to replace ∂s/∂t in Equation 3.3.5-1. The authors noted that there is 
relatively little information in the literature on Kd values for P. They used a value derived from 
Silverbush and Barber (1983) of 59.3 cm3/g. Kadlec and Knight (1996) reported a value of 19 
cm3/g and Grosse et al. (1999) reported a value of 185 cm3/g. The results from Hanson et al., 
(2006) showed that there was very little movement of P away from the drip or line source due to 
sorption. They noted that their model did not include preferential flow and that this could have 
an important effect on the movement of P. 

LEACHM was described in Section 3.2.8. The version of the model that simulates fate 
and transport of nutrients (N and P) is LEACHN. The labile and bound P pools represent 
inorganic P. The labile P pool includes a sorbed pool and a solution pool, similar to REMM and 
unlike SWAT. The bound pool can be considered precipitate or strongly sorbed P. The model 
can use Freundlich (Equation 3.3.1-2) or Langmuir (Equation 3.3.1-3) sorption isotherms for P 
sorption and desorption in the sorbed labile and bound P pools. Sorption sites can be included 
that are kinetic but sorption on these sites must be linear (Equation 3.3.1-4). At a given time step, 
the total concentration is compared to the maximum concentration that could occur if the 
solution phase was saturated with P and the sorbed phase was in equilibrium with this solution 
concentration according to the sorption isotherm. If the total P exceeds this maximum, then the 
excess P is considered precipitate in the bound pool. 
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Mansell et al. (1991) developed a CDE-based P transport model for 1D flow in soils that 
included two types of sites for kinetic sorption of inorganic P (slow and fast sorption sites). Rates 
of P sorption on fast sites were described by: 

1
1 2 1

m

b

s k c k s
t

θ
ρ

∂
= −

∂
 (3.3.5-2) 

where s1 was the concentration of sorbed P [M M-1] on the fast sites, m was the 
Freundlich equation exponent (Equation 3.3.1-2) [-] (m < 1), and k1 and k2 were the forward 
(sorption) and backward (desorption) rate coefficients [units of T-1 when m = 1]. An identical 
equation described sorption on the slow sites with s2 as the concentration of sorbed P and k3 and 
k4 as the forward and backward rate coefficients. Given sufficient time to equilibrate with a given 
soil solution concentration of P, the sites would reach an equilibrium described by a form of the 
Freundlich equation (Equation 3.3.1-2): 

1 2
m

eqs s s K c= + =  (3.3.5-3) 

where:  31
1 2

2 4
eq

kkK K K
k k

= + = +  (3.3.5-4) 

Under these conditions (sufficient time to equilibrate with a given soil solution 
concentration, as might occur under very low soil water velocities), the retardation coefficient 
was a function of c: 

1( ) 1 mb
eqR c K mcρ

θ
−= +  (3.3.5-5) 

Equation 3.3.5-5 indicated that retardation would be high for low solution concentrations 
of P (for m < 1, R is inversely related to c) due to nonlinear sorption. Retardation increased as m 
increased (approaches unity or linear sorption which indicates no upper limit for sorption of P). 
Retardation also increased as the forward reaction coefficients increased relative to the backward 
reaction coefficients. Slow sorption kinetics (low values of k1 and k2) resulted in greater P 
mobility in that the soil solution did not have time to reach equilibrium with sorption sites. The 
model predictions were compared to soil column experiments using two sandy soils from 
Florida—the Immokalee and Myakka series. Four input concentrations of P were used. The two-
site model adequately described the breakthrough curves in most cases, but the sorption 
parameter values had to be calibrated for each soil and input concentration. Differences between 
the soils were apparent in that slightly greater sorption and retardation occurred in the Myakka 
soil. The equilibrium R(c) (appropriate for very low soil water velocities) for an input 
concentration of 5 mg/L was approximately 18 for the Immokalee soil and 21 for the Myakka 
soil. Retardation coefficients decreased for higher concentrations, indicating the limited extent of 
sorption due to a combination of kinetics and nonlinear sorption. At an input concentration of 
100 mg/L, R(c) was approximately 3 for the Immokalee soil. Using a model that assumed 
instantaneous sorption of P overestimated concentrations of P in the leachate on the rising limb 
of the breakthrough curve and underestimated tailing of P concentrations on the falling limb. 

Chen et al. (1996) reported experiments to measure the sorption parameters in Equations 
3.3.5-2 through 3.3.5-5 for the Myakka soil (95% sand). They observed that most batch sorption 
experiments use soil slurry mixtures with soil/solution ratios (Rs/w) that are much lower than the 
ratio that occurs in the field. In the field, the Rs/w = ρb/θ, which for typical values of ρb = 1.45 
g/cm3 and θ = 0.45 cm3/cm3 result in a Rs/w = 3.2 g/cm3. To investigate the effect of soil/solution 
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ratios, batch sorption experiments were performed at different Rs/w (0.1 to 6.4 g/cm3). Soil 
column leaching experiments were also performed using two column flow rates and four input 
concentrations of P. The experiments showed that the sorption parameters varied with Rs/w, with 
sorption decreasing at the higher soil/solution ratios typical of field conditions. The value of Keq 
and m for a soil/solution ratio of 2.92 (which corresponded to the soil column experiments) were 
67.6 cm3/g and 0.378, respectively. The fraction of sites that were fast sorption (type-1) sites was 
found through calibration of the two-site sorption CDE model used in Mansell et al. (1991) and 
ranged between 15 and 37 % of the total sites (the remaining sites being slow or type-2 sites) for 
seven soil columns. Kinetic sorption experiments showed a rapid initial sorption phase followed 
by slower phase. More sorption occurred with low Rs/w. Increasing the input P concentration 
resulted in higher P mobility due to nonlinear sorption. Increasing the flow rate also resulted in 
higher P mobility due to sorption kinetics which limited sorption when residence times were 
short. 

The HYDRUS model series (HYDRUS-1D, HYDRUS-2D, and the recently released 
HYDRUS which is capable of 2D and 3D simulations) provide a general framework for CDE-
based modeling of P (Šimůnek et al., 2005, 2006). Sorption is described using the general 
equation: 

1
kcs

c

β

βη
=

+
 (3.3.5-6) 

When β = 1 and η = 0, this is the linear sorption equation (Equation 3.3.1-1). When β ≠ 1 
and η = 0, this is the Freundlich equation (equation 3.3.1-2). When β = 1 and η > 0, this is the 
Langmuir equation (Equation 3.3.1-3). A two-site chemical non-equilibrium option is available 
that assumes instantaneous sorption on type-1 sites and kinetic sorption on type-2 sites (the 
parameter f is the fraction of total sites that are type-1 sites). Sorption kinetics on type-2 sites are 
described by: 
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 (3.3.5-7) 

where ω is a first-order kinetic parameter [T-1]. Equation 3.3.5-7 is similar to the kinetic 
sorption equation used by Mansell et al. (1991), Equation 3.3.5-2, described above. 

Preferential flow (which may be very important for P transport in structured soils) can be 
simulated in the HYDRUS series of models in several ways. A physical non-equilibrium option 
is available that divides soil water into mobile (flowing) and immobile (stagnant) phases: 

m imθ θ θ= +  (3.3.5-8) 

where θm is the water content of the mobile phase [L3 L-3] and θim is the water content of 
the immobile phase [L3 L-3]. The exchange of solutes between the mobile and immobile phases is 
described by: 
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 (3.3.5-9) 

where ω is the mass transfer coefficient [T-1], cm is the concentration in the mobile phase 
[M L-3], cim is the concentration in the immobile phase [M L-3], and f is the fraction of the total 
water that is mobile. Preferential flow can be simulated by assuming that the mobile water phase 
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represents macropore flow and the immobile phase represents matrix flow. Alternatively, the 
mobile water phase can represent inter-aggregate space and the immobile phase can represent 
intra-aggregate space. The sorption parameters can be different for the mobile and immobile 
phases to simulate bypass flow of sorption sites in the matrix. The physical non-equilibrium 
approach has been extended to water flow in recent modifications of the HYDRUS models in 
that water as well as solutes can flow between the mobile and immobile phases and the immobile 
phase is not required to be entirely stagnant (Šimůnek et al., 2005, 2006). 

3.3.6 Multi-Component Transport Phosphorus Models 
An example of a multi-component transport P model is the groundwater model developed 

by Spiteri et al. (2007). The authors used a 1D model that simulated horizontal transport of P in 
the groundwater and compared model results to data from two sites in Canada where OWTS had 
produced narrow groundwater plumes. About 15 years of transect well data was available at both 
sites. Fifteen interacting solutes were modeled including N, P, and DOC with 21 reaction 
pathways. They included two fractions of DOC: a labile fraction in the OWTS effluent and a less 
labile fraction in the natural groundwater. Three forms of dissolved P were simulated: H2PO4

-, 
HPO4

2-, and PO4
3- (favored at very high pH). Phosphorus reactions included release of P through 

mineralization of OM, fast reversible sorption on iron oxides or calcite, slow reversible sorption 
or diffusion into solid phases, and precipitation/dissolution of hydroxylapatite (Ca5(PO4)3OH), 
vivianite (Fe3(PO4)2∙8H2O), and stringite (FePO4∙2H2O). A nonlinear (Langmuir) isotherm was 
used for fast sorption. An empirical equation for slow sorption was used that had an upper limit 
for sorption capacity (this distinguished it from precipitation which would not have an upper 
limit). Some of the reaction parameters came from the literature and others were fitted using the 
model predictions of well data concentrations. The fitted parameters included the slow P sorption 
constant.  

The water table was two to three m below the OWTS infiltration beds at both sites 
described by Spiteri et al. (2007). The "Cambridge" site was a calcareous sandy aquifer (20% 
CaCO3) and "Muskoka" site was a non-calcareous sand aquifer (0.5% Fe oxides). Both sites had 
long narrow plumes with very little evidence of dispersion or dilution (Robertson, 1995). Up to 
90% of the effluent DOC was removed in the unsaturated zone between the infiltration bed and 
the water table (about 2 m) through oxic degradation, but the remaining DOC was still a 
significant recharge input. Oxygen and DOC concentrations decreased with distance in the 
plume according to the well data, indicating aerobic degradation of DOC. At the Cambridge site, 
the oxygen levels were depressed in the plume (0.03-0.06 μM) compared to the surrounding 
groundwater (0.13-0.25 μM).  

Phosphorus retention (sorption and precipitation) in the unsaturated zone removed 23% 
of effluent P at the Cambridge (calcareous) site and 99% at the Muskoka (Fe-rich) site. At the 
Cambridge site, well data from 10, 14, and 17 years of operation showed an expanding plume of 
P but concentrations in the core of the plume were consistently about 3 mg/L (Robertson, 1995). 
Further attenuation within the plume was minimal despite the much longer flowpath compared to 
the unsaturated zone. Robertson (2003) stated that this was symptomatic of a precipitation 
reaction. If the retention mechanism in the unsaturated zone was sorption, then concentrations 
should have increased over time as sorption sites within the unsaturated zone were filled. The 
mean velocity of the groundwater at the Cambridge site was about 20 m/yr, whereas the P plume 
was advancing at a rate of about 1 m/yr, indicating a retardation factor of 20. At Cambridge, the 
pH of the plume was near neutral due to the buffering effect of CaCO3, but at the Muskoka site 
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the pH dropped to 4.9 in the plume. The drop in pH was due to nitrification and the absence of 
buffering capacity. 

The model of Spiteri et al. (2007) was confined to transformations within the 
groundwater and did not include retention processes (sorption and precipitation) in the 
unsaturated zone (recharge from the unsaturated zone was an input to the model). Model results 
showed that P sorption processes (fast and slow) were the main loss pathways in groundwater. 
Fast sorption at the Cambridge site accounted for 86% of the groundwater losses. Fast sorption 
also dominated at the Muskoka site but slow sorption was more important (33% of loss). Some 
hydroxylapatite formed at the Cambridge site and a very small amount of stringite formed at the 
Muskoka site. The authors ran the model for 50 years into the future to investigate long-term 
effects. At the Cambridge site, the P front was expected to extend 50 m after 50 years. The P 
front didn't move at the Muskoka site due to low P concentrations in recharge entering the 
groundwater and high sorption within the aquifer. Over time, precipitate forms of P became a 
more important component of storage (the total P in the solid phase stayed the same). The 
authors also modeled what would happen if the source was cut off. This resulted in a pulse 
moving away from the drainfield. However, the concentration at the farthest boundary was about 
the same after 50 years. Robertson and Harman (1999) concluded that in decommissioned 
calcareous systems, down-gradient groundwater P concentrations are likely to persist for years. 

Langergraber and Šimůnek (2005) developed a microbial growth model called CW2D to 
simulate N and P fate and transport in constructed wetlands (described in more detail in Section 
3.2 on modeling N). It consisted of a multi-component reactive transport module that ran in the 
HYDRUS framework. The 13 components modeled in CW2D included inorganic P. Kinetic 
sorption of P and P release from mineralization of OM were simulated. A constant pH was 
assumed. Literature values for P sorption assuming a linear sorption isotherm (Equation 3.3.1-1) 
were given for three studies: Kd = 0.28, 19, and 185 cm3/g. Values for nonlinear sorption of P 
were given for two studies: Kf = 38 and 58 cm3β/gβ; β = 0.83 in both studies. No studies have 
been published on simulating P transport with CW2D, but Langergraber (2003) reported on a 
comparison between the model predictions and a tracer test using sodium chloride. It was 
necessary to assume that 5% of the water was immobile in a sand system in order to get a good 
fit. 

Grant and Heaney (1997) developed a multi-component P transport module for the larger 
ecosystem model ecosys. The Gapon equation was used for competitive cation exchange 
reactions. Ten forms of soluble P were modeled. These and various forms of sorbed and 
precipitated P were associated with various P extractant (resin, NaHCO3

-, NaOH, and HCl) 
fractions. The model simulations were compared to measurements of sorption isotherms and 
transport in a column of Ca-saturated cation exchange resin, a resin-sand column, and 
undisturbed soil columns. The model predicted the various forms of P accurately in most cases 
without calibration. Large changes in pH occurred and these changes affected P transformations. 
The authors noted that the multi-component transport approach has the advantage that it does not 
require soil-specific parameter data. However, the disadvantages are the requirement for more 
detailed information on soil chemical composition and the need for longer computer model 
simulation time to solve the chemical equilibria, as well as transport, system of simultaneous 
equations. 

Another example of a multi-component transport model is the HP1 model (Jacques and 
Šimůnek, 2005) which is a combination of the PHREEQC geochemical model (Pakhurst and 
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Appelo, 1999) and the HYDRUS-1D model (Šimůnek et al., 2005). However, the researchers are 
not aware of any applications of this model to P fate and transport. 

3.3.7 Other Phosphorus Models 
Many comprehensive models of P fate and transport have been developed for agricultural 

conditions, in addition to the SWAT and REMM models. Brief descriptions of several other well 
known agricultural P models are included below: 

♦ ANIMO is a comprehensive nutrient cycling model developed in The Netherlands to 
simulate leaching of P from the soil surface to groundwater and surface waters (Kroes and 
Roelsma, 1997). It simulates mineralization, sorption, plant uptake and leaching of P as well 
as N and oxygen concentrations and temperature in the soil profile. 

♦ CENTURY (Grassland and Agroecosystem Dynamics Model) is designed to simulate long-
term soil OM dynamics in the topsoil in response to changes in management and climate 
(Metherell et al.,1993). The model uses a monthly time step and simulates fluxes of C, N, 
and P. 

♦ EPIC is a mass-balance model designed to simulate the effect of soil erosion on crop 
production (Williams, 1995). The P routines are very similar to those in SWAT (described in 
Section 3.3.3 above) because SWAT was developed from EPIC. 

♦ RZWQM (Root Zone Water Quality Model) is a comprehensive agricultural model that 
simulates P fate and transport using numerical solutions (Ahuja et al., 2000). 

3.3.8 Conclusions 
Few P fate and transport models have been developed for OWTS and the processes that 

occur in the STU. Watershed-scale models may include estimates of P losses from OWTS to 
surface water bodies, but they emphasize the overland flow path and use relatively simple 
approaches to model P losses through runoff and leaching. In modeling the fate and transport of 
P within the STU, the P transformations of interest are mineralization, sorption, and the 
formation of precipitates. Since soils differ in clay mineralogy; Fe, Al, and Ca content; and pH, 
and these all affect sorption/precipitation, they differ substantially in their capacity to retain P. 
Studies have shown a two-stage retention process for soils with an initial fast, reversible reaction 
phase representing sorption, followed by a slow reversible or irreversible phase that may 
represent precipitation. Several questions are likely to be important in modeling P fate and 
transport in STUs: 

♦ to what extent do sorption parameters vary among soils and how can these be related to soil 
properties; 

♦ to what extent does preferential flow have an effect in allowing soluble P to bypass sorption 
sites and how can it be related to soil properties; and 

♦ to what extent does sorption vs. precipitation occur? 
The SWAT (Neitsch et al., 2002) and REMM (Altier et al., 2002) models employ similar 

algorithms to simulate P transformations and transport using a mass-balance approach. Different 
pools of organic P and sorbed P interact with dissolved P with fast and slow reactions for 
sorption/precipitation. REMM has equations for adjusting fast sorption for clay and pH and slow 
sorption for calcareous vs. noncalcareous soils. A number of P models have been developed 
based on use of the CDE to model one or more forms of soluble P. Several of these models 
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assume two types of sites for P sorption: one site being a rapid or instantaneous sorption site and 
the other being a slow or kinetic site.  

For a full treatment of sorption and precipitation, a multi-component reactive transport 
model that simulates fate and transport of the different forms of P and pH may be required. An 
example of this type of approach is the groundwater model developed by Spiteri et al. (2007) to 
describe sites in Canada where groundwater plumes from OWTS have been studied extensively. 
Phosphorus retention (sorption and precipitation) in the unsaturated zone at these sties removed 
23% of effluent P at the calcareous site and 99% at the Fe-rich site (based on site measurements; 
the model did not include the unsaturated zone). Model results showed that P sorption processes 
(fast and slow) were the main loss pathways in groundwater. However, model simulations for 50 
years into the future showed that precipitate-forms of P became a more important component of 
storage as P moved into mineral forms. It may be possible to adapt the multi-component 
transport model CW2D (Langergraber and Šimůnek, 2005) for P fate and transport in STUs. This 
comprehensive model could then be run for the different soil types to generate P loss data. 
Simple regression models could then be developed from this data that relate soil types to 
predicted P losses. 

3.4 Modeling Microbial Transport in Onsite Wastewater Treatment Systems 
As described in Section 2.5, porous media receiving STE act as natural filters that can 

remove microbial matter to variable extents. In general, pathogens carried with the percolating 
STE are most likely to be attenuated in subsurface (Lance and Gerba, 1984; U.S. EPA, 2001). In 
the study of the transport and fate of microbial matter, mathematical models can be useful tools 
for the quantitative assessment of microbial transport and fate in the subsurface. Modeling also 
permits elucidation of the individual transport parameters, such as sorption and inactivation, and 
their relative importance in controlling microbial concentrations in porous media. A quantitative 
understanding of microbial transport parameters in combination with transport models can then 
be applied by practitioners, researchers, government agencies and others to design and manage 
STE treatment systems.  

The following discussion focuses on numerical models that describe the transport and 
fate of microorganism in the subsurface. The discussion, however, does not include numerical 
models like BIOPLUME, UTCHEM, or BIOMOC that simulate the transport and fate of 
compounds affected by the action of microorganisms, i.e., biodegradation and natural attenuation 
models. For a recent review of these models refer to Mulligan and Yong (2004) and Pavan and 
Worth (2008). 

Baveye and Valocchi (1989) describe three conceptual frameworks that may be used for 
modeling bacterial growth and biologically reacting solute transport in saturated porous media. 
These include a biofilm model, a micro-colony model, and a macroscopic model. The biofilm 
model postulates that the solid particles constituting the transport domain are uniformly covered 
by a biofilm in which consumption of the substrate and electron acceptors takes place. Examples 
for the use of this model can be found in Bouwer and McCarty (1984) and Bouwer and Cobb 
(1987). The micro-colony model conceptualizes growth of microbial matter on discrete colonies 
of uniform constant dimensions (Molz et al., 1986). Based on this approach, microbial matter in 
the porous medium is accounted for by letting the number of micro-colonies per unit volume 
increase or decrease depending on substrate and electron acceptor utilization rate (Baveye and 
Valocchi, 1989). This micro-colony model was promulgated by Molz et al. (1986). The third 
type of model is characterized by the absence of any assumptions concerning the micro-scale 
configuration and distribution of the microorganisms in the pore space. Hence, in contrast to the 
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biofilm and micro-colony model, this macroscopic model neglects pore scale processes, and the 
bacteria are assumed to respond to the macroscopic bulk fluid substrate concentration. One of the 
earlier attempts to utilize a macroscopic model was made by Borden and Bedient (1986). 
Because the geometric parameters describing the size of biofilms and micro-colonies are not 
readily available in the literature, macroscopic models, like those discussed in the following, are 
used most often (Pennington et al., 1999).  

Modeling microbial matter has mostly focused on transport of viruses, which – relative to 
bacteria and protozoa – are the smallest particles. As such, viruses are least likely removed by 
mechanical filtration processes. In fact, as shown by Jang et al. (1983) and Gruesbeck and 
Collins (1982), straining of microbial matter is an important removal mechanism when the 
average particle size is greater than 5% of the grains that constitute the porous medium. For 
instance, the grain diameter of fine silt ranges from 2 to 6 μm, which is small enough to restrain 
the transport of most protozoa and some bacteria, but still large in comparison to virus matter. 
Because viruses are the most mobile particles and therefore of greatest concern in subsurface 
systems, the following review will focus mostly on modeling their transport. 

Factors influencing the transport and fate of microbial matter in the subsurface include 
nature of the soil, microorganism type, attachment/detachment rates, filtration, temperature, 
microbial activity including the presence of other microorganisms, inactivation, moisture 
content, pH, OM content, and hydraulic conditions including advection-dispersion (Jin and 
Flury, 2002). Inactivation rate is considered the single most important parameter determining 
fate and transport of viruses in groundwater systems (Berger, 1994; John and Rose, 2005), and 
inactivation rate is often slower than the rate of die-off of other pathogens, such as infectious 
bacteria (Faulkner et al., 2003). However, there is not yet a consensus on which factor(s) have 
the greatest impact on eliminating microbial matter in general.  

Modeling approaches to microbial transport vary greatly depending on the scale of the 
study and the specific interests of the investigators (Faulkner et al., 2002). Most mathematical 
models of microbial transport are based on the convection-dispersion equation (Hurst, 1991), 
which is expanded to include descriptive parameters such as attachment/detachment rates and 
bacteria die-off and unsaturated flow functions (e.g., van Genuchten, 1980). Some models 
approximate virus transport as a Fickian (i.e., diffusion-controlled) process, coupled with 
advective flow. Others apply colloid filtration theory to virus transport (Yao et al., 1971; Ryan 
and Elimelech 1996; Bhattacharjee et al., 2002; Tufenkji and Elimelech, 2004). Comprehensive 
reviews of the various modeling approaches, including tabulated transport and fate parameters, 
are presented by Schijven and Hassanizadeh (2000) and Jin and Flury (2002).  

The removal of microbial matter in a specific soil can be characterized by calibrating 
transport models with laboratory or field data. However, the results depend on the conceptual 
basis of the model as well as the quality and availability of the input data (Corapcioglu and 
Haridas, 1984). Depending on the data input requirements of a particular transport model, some 
models are more useful than others for STE treatment system designers and managers. This is 
because most models have been developed for use in the saturated zone (see review in 
Azadpour-Keeley et al., 2003), whereas STE treatment relies processes in the unsaturated zone. 
In addition, these models often require input data that are unavailable at the field scale and are 
usually restricted to narrowly defined research systems. Those models that rely on a smaller 
number of readily available input parameters are typically limited to screening (“index models”, 
Faulkner et al., 2003). Furthermore, there are a very limited number of field-test data sets 
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available against which these transport models can be calibrated and validated (e.g., DeBorde et 
al., 1999; Saadoun et al., 2008).  

3.4.1 Microbial Transport and Fate Models 
In a review of existing mathematical models for virus transport simulation, Azadpour-

Keeley et al. (2003) grouped models in two categories: readily available codes with user 
manuals, and codes for specific research purposes. The first group of virus transport models 
includes VIRALT, CANVAS, VIRTUS, VIRULO, and 3DFATMIC. Supporting information 
about these public-domain programs is available from the U.S. EPA’s Center for Subsurface 
Modeling Support (CSMoS). The following discussion omits research models to focus on the 
well-documented, readily available models that are most likely to be used. The discussion of 
transport models is then extended to include a commercial model, HYDRUS, which has built-in 
microbial transport and fate modeling capabilities.  

3.4.1.1 Public Domain Models 
VIRALT  The VIRALT code was developed for the U.S. EPA in 1994 and is a modular, semi-
analytical and numerical code that simulates the single-source transport and fate of viruses in the 
saturated and unsaturated zones (Park et al., 1992). Processes considered in VIRALT are 
advection, dispersion, sorption, and virus inactivation (Azadpour-Keeley et al., 2003). VIRALT 
was developed to delineate ground-water pathlines and well capture zones, and to compute viral 
concentrations in extracted water. Contaminant sources of various shapes can be defined and the 
code computes viral concentrations in extracted water, providing both steady-state and transient 
transport. The one-dimensional transport equation is solved using the finite element method 
(FEM).  

CANVAS  The CANVAS code (Park et al., 1993) is a descendant of VIRALT and, in addition to 
the latter, can handle facilitated transport by colloidal matter as well as the simulation of multiple 
contaminant sources. CANVAS is a composite analytical-numerical FEM code that supports 
transient one-dimensional vertical flow and transport in the unsaturated zone and two-
dimensional horizontal flow and transport in the saturated zone. Neither CANVAS nor VIRALT 
considers virus release (Bhattacharjee et al., 2002). 

VIRTUS  The “virus transport in unsaturated soils” (VIRTUS) code was developed by Yates and 
Ouyang (1992) as a predictive model of virus fate and transport in unsaturated soils that allows 
the virus inactivation rate to vary on the basis of changes in soil temperature. The model supports 
unsteady flow, transport in layered soils, different virus inactivation rates for adsorbed versus 
freely suspended virus particles, and the flow of heat through soils. It is assumed that viruses are 
introduced at the soil surface. VIRTUS is based on the law of mass conservation of a 
contaminant in porous media. It is a one-dimensional numerical finite difference code written in 
FORTRAN that simultaneously solves equations describing the flow of water, viruses, and heat 
through unsaturated soil under different climatic conditions (Yates and Ouyang, 1992). The 
equation governing the transport of viruses through the soil is given by: 
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 (3.4.1.1-1) 

where: ρb is the bulk density of the soil (M L-3), Cs is the concentration of viruses 
adsorbed to the soil (in pfu per gram of solid), Cl is the concentration of viruses suspended in the 
liquid phase (in pfu per ml), D is the hydrodynamic dispersion coefficient (L2 T-1), VI is the 
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velocity of water in the liquid phase (L T-1), θm is the volumetric soil water content (L3 L-3), μI is 
the inactivation rate of viruses in the liquid phase (T-1), μs is the inactivation rate of adsorbed 
viruses (T-1), f is the filtration coefficient (L-1), t is time (T), and z is the downward distance (L). 
VIRTUS permits the user to input different virus inactivation rates for viruses that are adsorbed 
to the soil particles as compared with freely suspended viruses, if that information is known. The 
model was tested for its ability to predict virus movement measured in laboratory column 
studies. The model predictions, with the exception of one point, were within the 95% confidence 
limits of the measured virus concentrations (Yates and Ouyang, 1992). The VIRTUS program is 
in the public domain and can be obtained from the International Ground Water Modeling Center 
(IGWMC) at http://typhoon.mines.edu. 
VIRULO The VIRULO code is a probabilistic screening model for predicting leaching of viruses 
in unsaturated soils. VIRULO employs Monte Carlo methods to generate ensemble simulations 
of virus attenuation due to physical, biological, and chemical factors. The model generates a 
probability of failure to achieve a user-chosen degree of attenuation (Faulkner et al., 2002). 
Conceptually, VIRULO is based on the work of Sim and Chrysikopoulos (2000), i.e.: 
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where: Cl = C(t, z) (M L−3) is the concentration of viruses in the mobile solution phase, 
C*(t, z) (M M −1) is the adsorbed virus concentration at the liquid-solid interface, Co(t, z) (M L−3) 
is the adsorbed virus concentration at the liquid-air interface, q (L T −1) is the specific discharge, 
θm (L3 L−3) is the moisture content, μ (T−1) is the inactivation rate coefficient for the viruses in the 
bulk solution, μ* (T−1), the inactivation rate for the viruses that are sorbed at the liquid-solid 
interface, and μo (T−1), the inactivation rate for the viruses sorbed at the liquid-air interface, ρb 
(ML−3) is the soil bulk density, and Dz = αzq/θm + De (L2 T−1) is the hydrodynamic dispersion 
coefficient in the vertical direction, αz (L) is the vertical dispersivity, De = D/τ (L2 T−1), where D 
(L2 T−1) is the virus diffusivity in water, and τ (L L−1) is the tortuosity (>1). It is assumed that the 
simulated porous medium is homogenous in terms of hydraulic and virus properties as well as 
geochemistry. Further, the system is in steady state, only gravity drainage occurs, and 
preferential flow is not considered. Sorption and inactivation of viruses at the various interfaces 
are described by: 
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where: k = κaT , aT = 3(1 − θs)/rp is the liquid-solid interfacial area in units of (L2 L−3). 
The symbol k (T−1) is the microscopic mass transfer rate and κ (L T −1) is called the mass transfer 
coefficient. In Equation 3.4.1.1-3, Kd (L3 M−1) is the equilibrium partitioning coefficient, rp (L) is 
the average radius of soil particles, and θs (L3 L−3) is the saturated water content. The change in 
concentration of viable viruses at the air-water interface is calculated by: 
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where: ko (T−1) is the liquid-air interface mass transfer rate. The mass transfer rate for the 
liquid-air interface is described by: 
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where: κo (L2L−3) is the mass transfer coefficient and ao
T is the estimated area of the 

liquid-air interface as a function of the moisture content. The downward water flux in the 
unsaturated zone is modeled with the Buckingham-Darcy flow equation. Modeling parameters 
for Poliovirus as used in the development of the VIRULO model are provided in Table 3-2. 

As pointed out by Azadpour-Keeley et al. (2003), virus transport modeling is inherently 
uncertain – often under-predicting virus transport – and therefore of limited use for determining 
regulatory compliance (Yates and Jury, 1995). Realizing this shortcoming, Faulkner et al. (2003) 
developed a screening model built upon governing equations in the VIRULO model, including 
equations for the advection, hydrodynamic dispersion, mass transfer, and inactivation of viruses 
in the unsaturated zone. Their model is not a fully dynamic virus transport model, but a screening 
model intended for predicting virus attenuation. The model attempts to minimize uncertainty in 
the prediction of attenuation by using Monte Carlo simulation in combination with parameters 
from the literature and independent simulation. 

 
Table 3-2. Modeling Parameters for Poliovirus as Used to Develop the VIRULO Model (after Faulkner et al., 2002). 

Parameter n Mean Standard 
Deviation 

Units Source 

log10λ 12 0.605 0.608 log(1/hr) Breidenbach et al., 2009 
log10λ* 0 0.304 0.608 log(1/hr) Chu et al., 2001 
κ 1 1.34 × 10-3 1.80 × 10-3 m/hr Yates and Ouyang 1992, assumed λ* ≈ λ/2 
κo 1 9.27 × 10-3 1.80 × 10-3 m/hr Yates and Ouyang 1992, assumed λ* ≈ λ/2 
rv 0 1.375 × 10-8 1.25 × 10-9 m Mazzone 1998, p. 114. 
Kd (sand) 87 2.43 × 10-4 5.66 × 10-4 m3/g Breidenbach et al., 2009 
Kd (silt loam) 23 3.77 × 10-43 7.16 × 10-43 m3/g Breidenbach et al., 2009 
Kd (clay) 39 7.20 × 10-4 9.74 × 10-4 m3/g Breidenbach et al., 2009 
Note:  λ is the suspended phase inactivation rate, λ* is the inactivation rate for the viruses that are sorbed at the liquid-solid interface, κ is the 
liquid-solid mass transfer coefficient, κo is the liquid-air mass transfer coefficient, rv is the virus radius, and Kd is the equilibrium partitioning 
coefficient. 

 
3DFATMIC  The 3DFATMIC is a three-dimensional subsurface transport and fate model 
developed to simulate transient and/or steady-state density-dependent flow field and transient 
and/or steady-state distribution of a substrate, a nutrient, and an aerobic or anaerobic electron 
acceptor in a three-dimensional domain of subsurface media. The code is based on the 
generalized Richards equation and Darcy's law which are simulated with the Galerkin FEM (Yeh 
et al., 1997). Chemical and bacteria transport are simulated based on the principle of 
conservation of mass and Monod kinetics. According to Yeh et al. (1997), this model can 
completely eliminate peak clipping, spurious oscillation, and numerical diffusion. Pennington et 
al. (1999) used 3DFATMIC to simulate the interaction of explosives, their by-products, and 
biomass. However, because of limited input data availability and problems with the numerical 
code, the model runs were not usable. The 3DFATMIC model is distributed by the Scientific 
Software Group, Sandy UT, but the UNIX source code can be obtained from CSMoS free of 
charge.  

3.4.1.2 Commercial Model 
HYDRUS  The HYDRUS software package is a commercially available, Microsoft Windows-
based modeling environment for analysis of water flow, solute, and heat transport in variably 
saturated porous media. The software package consists of the computational computer program, 
and the interactive graphics-based user interface. There are HYDRUS versions available with 
one-, two- and three-dimensional transport modeling capabilities. The HYDRUS program 
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numerically solves the Richards equation for variably saturated water flow and advection-
dispersion equations for both heat and solute transport. Attachment/detachment theory, including 
filtration theory, is included to permit simulation of the transport of viruses, colloids, and/or 
bacteria (Šimůnek et al., 2007). Virus, colloid, and bacteria transport and fate is simulated 
according to Equation 3.4.1.2-1 (Šimůnek et al., 2006): 
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where: Cl is the (colloid, virus, bacteria) concentration in the aqueous phase (Nc L-3), Cs is 
the solid phase (colloid, virus, bacteria) concentration (Nc M-1], subscripts e, 1, and 2 represent 
equilibrium and two kinetic sorption sites, respectively, Nc is a number of colloids (particles), 
Dij

w is the dispersion coefficient tensor for the liquid phase (L2 T-1), xi are the spatial coordinates 
(i=1,2,3) (L), qi are the components of the Darcian fluid flux density (L T-1), and μw and μs 
represent inactivation and degradation processes in the liquid and solid phases (T-1), respectively. 

Microbial mass transfer between the aqueous and solid kinetic phases is described by: 

sbdla
s

b CkCk
t

C ρψθ
δ
δρ −=  (3.4.1.2-2) 

where: ψ is a dimensionless colloid retention function (-), ka  is the first-order deposition 
(attachment) coefficient (T-1] and kd is the first-order entrainment (detachment) coefficient (T-1). 
According to Šimůnek et al. (2006), the attachment and detachment coefficients are strongly 
dependent upon water content, with attachment significantly increasing as the water content 
decreases. The attachment coefficient is calculated using filtration theory (Logan et al., 1995), 
which is a quasi-empirical formulation in terms of the median grain diameter of the porous 
medium (“collector”), the pore-water velocity, and collector and collision (“sticking”) 
efficiencies accounting for colloid removal due to diffusion, interception and gravitational 
sedimentation (Rajagopalan and Tien, 1976; Logan et al., 1995). 

A modified HYDRUS-1D code (Šimůnek et al., 1998) was used by Bradford et al., 
(2006) to simulate the transport and deposition of Giardia cysts and manure suspension in 
column experiments. The authors adapted HYDRUS-1D to account for colloid attachment, 
detachment, straining, and size exclusion and coupled the model with a least square optimization 
routine. Their results show that Giardia transport in their columns filled with Ottawa sands (d50 
= 150 to 710 μm) was primarily controlled by straining.  

Pang et al. (2008) used the HYDRUS-1D (Šimůnek et al., 2005) and a two-region 
mobile–immobile water model (MIM) to evaluate the transport of fecal coliforms, Salmonella 
bacteriophage, and bromide tracer in ten soils, ranging from clayey gley soils to gravel. 
Modeling results indicated exclusion of microbes from smaller pores. In addition, the detachment 
rate was only 1% of the attachment rate, indicating irreversible attachment of microbes. Soil 
structure (macro-porosity) appeared to play the most important role in the transport of microbes 
and bromide tracer, while soil lithology had the greatest influence on attenuation and mass 
exchange. The MIM was utilized to calculate removal rates. MIM assumes that water flow and 
contaminant transport is limited to the mobile water region and that water in the immobile water 
region is stagnant, with a first-order diffusive exchange process between the two regions. The 
microbial reduction varied greatly, but was 2 to 3 orders of magnitude per meter for most soils.  
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Richardson and Janna (2006) analyzed the hydraulic performance of two sizes of 
subsurface wastewater drainage systems (trenches) with various dosage levels using HYDRUS-
2D. These systems were modeled to determine the performance when first installed, and again 
when they reached maturity. It was found that as the dosing rate increased the ponding height of 
the trenches increased for all systems, although not linearly. As all systems matured, the flow 
rate out of the system decreased and the ponding height increased. 

3.4.2 Outlook 
The review of existing public-domain and commercial models demonstrate that 

simulation of microbial characteristics in OWTS is still largely uncharted territory. According to 
Faulkner et al. (2003), progress has been made to measure parameters to integrate microscopic 
filtration theory into models describing virus transport in column studies. However, their use in 
screening models to predict leaching is often impractical. This is due to a lack of knowledge of 
the aggregated geochemical and physico-chemical properties of soils in most sites of interest to 
planners. Furthermore, the geochemistry of soil mineral surfaces is known to play a significant 
role in the adsorption behavior of percolating viruses (Faulkner et al., 2003). Yet again, the 
effects of geochemical heterogeneity on microbial transport are not well understood at this time. 
As demonstrated by Bradford et al. (2006), the presence of other contaminants, such as manure 
or surface active compounds (Chattopadhyay et al., 2002) further complicates the simulation of 
microbial transport. In addition, shock loads of high microbe concentrations are likely to occur in 
STE treatment units, possibly altering the soil’s ability to remove microbial matter. Finally, 
heterogeneous soil structures, i.e., presence of aggregation in soils, are still difficult to model 
accurately. Nonetheless, interactions between microbial matter and inert soil constituents 
apparently influence inactivation rates. Although most of these processes are currently not 
included in commonly available microbe transport and fate codes, research is underway to better 
understand the these processes and include them in future models. 

3.5 Models Used to Predict Fate and Transport Processes of OWCs 
While OWC studies have focused on the appearance and concentration of trace organic 

compounds in wastewater, treated effluent, and environmental systems, several studies have been 
conducted to model fate and transport. In considering a model, it is important to accurately 
represent the relevant transport and elimination processes in a specific system. OWCs form a 
broad class of compounds. Thus, it is likely that no single model or modeling approach will be 
appropriate for all OWCs, or even for the five target OWCs (triclosan, 4-nonylphenol, 1,4-
dichlorobenzene, 17β-estradiol, and diclofenac) chosen for this research. This chapter reviews 
the models that have been used to simulate transport and fate of OWCs. The review includes fate 
and transport modeling software, fate and transport equations, and equations to model specific 
processes and relationships. 

In a study by Keller (2005), the following models were investigated for in-stream 
removal and in WWTP and wastewater conveyance system elimination of “down-the-drain” 
chemicals such as detergents and triclosan. The study investigates one fugacity model, one 
hydrodynamic model (Mike 11), one steady state model (QUAL-2E), and two stochastic models 
(TOMCAT and GREAT-ER).  

A fugacity model relates chemical potential in the form of adjusted pressure to the 
tendency of a substance to prefer one phase over another. Application of fugacity models for this 
work is described in Mackay et al. (1992). Mike 11 is a system for the 1-dimensional, dynamic 
modeling of rivers, channels and irrigation systems, including rainfall runoff, advection-
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dispersion, morphology, and water quality (DHI, 2003). It is commonly used to predict in-stream 
concentrations and as a water quality management tool (Thompson et al., 2004). QUAL2E is a 
comprehensive and versatile stream water quality model. It can simulate up to 15 water quality 
constituents in any combination desired by the user. Constituents that can be simulated are DO, 
BOD, temperature, algae, N, P, coliform bacteria, and up to three conservative and one 
nonconservative constituents (Bowden and Brown, 1984). TOMCAT is based on the hybrid 
Monte-Carlo deterministic method and simulates flow distributions and concentrations of key 
determinants including BOD, ammonia, DO, and temperature (Crockett et al., 1989). GREAT-
ER is a model for environmental risk assessment and management of chemicals in river basins. 
The program deals with geo-referenced datasets instead of averaged or generic values. It has 
been applied to study the aquatic fate of cleaning agent and detergent chemicals in the Ruhr 
River catchment (in Germany) and the UK (Boeije et al., 2000; Fox et al., 2000; Matthies et al., 
2001; Sabaliunas et al., 2003). 

The authors concluded that all of these models do a good job of predicting in-stream 
removal. Fugacity models are more appropriate for removal in sewage in WWTPs and through 
sedimentation in streams. Mike II and QUAL2E are more data-intensive than TOMCAT and 
GREAT-ER. The authors concluded that when the large amount of detailed input data required 
for Mike II and QUAL2E is not available, GREAT-ER is the most appropriate tool for modeling 
at catchment scale because, unlike TOMCAT, it is able to model the sewage treatment 
component. 

HYDRUS 2D/3D is a computational finite element model that can be used to simulate the 
two and three dimensional movement of water, heat, and multiple solutes in variably saturated 
media. The model includes a parameter optimization algorithm for inverse estimation of a variety 
of soil hydraulic and/or solute transport parameters (Šimůnek et al., 1991). The program has 
been used to predict breakthrough curves for homogeneously packed and layered columns for 
hormones (including 17β-estradiol, estrone, and testosterone) (Das et al., 2004).  

The CXTFIT code by van Genuchten and Parker (1984) modified by Toride et al. (1995) 
was used to perform simulations by Scheytt et al. (2006). This code accounts for factors that 
contribute to changes in the hydrodynamic properties of sediment under unsaturated conditions. 
One of these factors is the existence of regions of immobile water versus regions of mobile 
water. A wider spectrum of pore water velocities is considered when media is unsaturated and 
tortuosity of the solute flow path increases as media saturation decreases. Scheytt et al. (2006) 
applied this model to the pharmaceuticals carbamazepine, diclofenac, ibuprofen, and 
propyphenazone.  

McAvoy et al. (2002) provides a general model for nonpolar, more volatile, OWCs, such 
as 1,4-dichlorobenzene, through septic tanks, the unsaturated zone, and the saturated zone. The 
model assumes sorption and biodegradation are the main factors affecting transport. The model 
uses simple mixing equations and/or solutions to the advection-dispersion equation (with linear, 
equilibrium reactions) that can be implemented in a spreadsheet. This model, therefore, is most 
appropriately used as a screening model. The equations utilized in the model are listed below: 

The Septic Tank Module includes Equations 3.5.1-1 through 3.5.1-3: 
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dp ff −=1  (3.5.1-3) 

where: STE (mg/L) = total effluent concentration, STI (mg/L) = total influent 
concentration, kb1 (1/day) = 1st order anaerobic biodegradation rate, vs (m/d) = suspended solids 
settling velocity, fd = fraction of compound in dissolved phase, fp = fraction of compound sorbed, 
H (m) = effective depth of settling tank, τ (d) = hydraulic retention time, Kd1 = sorbed-aqueous 
phase distribution coefficient (L/kg), and M = suspended solids concentration of wastewater 
(kg/L). 

The Unsaturated Zone Module includes Equations 3.5.1-4 through 3.5.1-7: 
zCCz

λ−= 0  (3.5.1-4) 
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where: C(z) (mg/L) = dissolved concentration at depth z, C0 (mg/L) = dissolved 
concentration at zero depth, R2 = retardation factor for unsaturated zone, z (m)  = depth below 
drainage field, η = effective porosity of the unsaturated soil, Sw = relative saturation of the 
unsaturated soil, ρb2 (kg/L) = bulk density of unsaturated soil, Kd2 (L/kg) = soil-water 
distribution coefficient for the unsaturated soil, kb2 (1/day) = 1st order biodegradation rate, v 
(m/d) = water velocity, A (m2) = effective drainage field area, and Q (m3/d) = drainage field 
flow. 

The Saturated Zone Module includes Equations 3.5.1-8 through 3.5.1-11: 
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where: C(x,t) (mg/L) = dissolved solute concentration at distance x and time t, C0 (mg/L) =  
dissolved solute concentration at water table, v (m/d) = groundwater velocity, u (m/d) = effective 
velocity of the solute, x (m) = longitudinal distance in soil, R3 = retardation factor for the soil, t 
(d) = time, D (m2/d) = hydrodynamic dispersion coefficient for saturated soil, K (m/d) = 
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hydraulic conductivity, i (m/m) = hydraulic gradient, η = effective porosity, Kd3 (L/kg) = 
distribution coefficient for the soil, ρb3 (kg/L) = bulk density of the soil, and kb3 (1/day) = 1st 
order biodegradation rate in saturated soil. 

Das et al. (2004) used the advection-dispersion equation with non equilibrium, dual-
domain sorption and first-order transformation rates to model fate and transport of testosterone 
and 17β-estradiol in sediment. Over the transport distance, water content and other soil 
properties are homogeneous. Equations 3.5.1-12 through 3.5.1-16 are the governing transport 
equations for this model (saturated or unsaturated zone): 
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L
vtT =  (3.5.1-16) 

where: β = dimensionless parameter related to the fraction of equilibrium sorption sites, 
R = retardation factor, T = dimensionless time, C1 = C/C0, dimensionless aqueous concentration, 
C2 = dimensionless sorbed-phase concentration, γ1 = dimensionless rate coefficient for 
degradation in liquid phase, γ2 = dimensionless rate coefficient for degradation in solid phase, ω 
= Damkohler number, θ = water content, f = fraction of equilibrium sorption sites, ρ (g/mL) = 
soil bulk density, Kd = linear sorption coefficient, v (cm/s) = pore water velocity, t (s) = time, 
and L (cm) = soil column length or transport distance. 

Where sorption is considered in the reviewed models, all assume that the soil-water 
partition coefficient is related to the organic carbon content of the soil material. The organic 
carbon partition coefficient is calculated based on the octanol-water partition coefficient using 
various log relationships in many studies examining OWCs. Equations 3.5.1-17, 3.5.1-18, and 
3.5.1-19 are used by Wilson et al., (1981) to evaluate halogenated hydrocarbons and substituted 
benzenes. Equation 3.5.1-20 is used by Zwiener and Frimmel (2003) to evaluate clofibric acid, 
ibuprofen, and diclofenac. Equation 3.5.1-21 is used by Schwarzenbach and Westall (1981) to 
evaluate volatile organics such as 1,4-dichlorobenzene. 

1log557.004.4log WSG −=  (3.5.1-17) 

44.0log54.0log 2 +−= WSKoc  (3.5.1-18) 

3log55.064.3log WSKoc −=  (3.5.1-19) 

where: WS1 (µmol/L) = water solubility, WS2 (mol fraction) = water solubility, WS3 
(mg/L) = water solubility, and G = partition coefficient based on OM (Koc = G/1.724). 

49.0log72.0log += owoc KK  (3.5.1-20) 
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49.0loglog72.0log ++= oc
z
ow

z
p fKK  (3.5.1-21) 

where; Kp
Z = partition coefficient for nonpolar compound Z, Kow

Z = octanol-water 
partition coefficient for Z, and foc = fraction of organic carbon. 

Linear sorption isotherms are commonly used but many studies found the non-linear 
Freundlich isotherm better fit data for certain OWCs (Poole and Poole, 1999; Ullman, 2007). 
Ullman (2007), studying environmental transport of the hormones 17β-estradiol and estrone, 
found that the Langmuir isotherm fit best for loamy fine sand. All reviewed studies modeled 
biodegradation (aerobic and anaerobic) as a first-order reaction.  

Sorption and biodegradation are two major processes that affect OWC fate and transport 
but there are a number of other processes that should be considered. Transformation by 
photolysis, hydrolysis, and volatilization are dominant processes for some OWCs. Buser et al. 
(1998) and Tixier et al. (2003) modeled the phototransformation of diclofenac. Sorption of 
neutral organic compounds to soil from the gas phase was modeled by Poole and Poole (1999). 
This gas phase sorption model is: 

∑∑ +++++= HHH basrRLcSP 2222
16log1log βαπ  (3.5.1-22) 

w
saw LKK logloglog +=  (3.5.1-23) 

where: SP = Kaw (air water partitioning coefficient), Kaw (cm) = ratio of the surface 
concentration (mol/cm2) to the molar gas phase concentration (mol/cm), Ks (cm) = ratio of the 
surface concentration (mol/cm2) to the bulk aqueous phase concentration (mol/cm3), Lw = the air-
water distribution constant for organic vapors, L16 = distribution constant for the solute between 
gas and n-hexadecane, R2 (cm3/10) = excess molar refraction, π2

H = the solute’s 
dipolarity/polarizability, Σα2

H = the solute’s hydrogen bond acidity, Σβ2
H = the solute’s hydrogen 

bond basicity, r = constant that determines the difference in capacity of the wet soil to interact 
with solute n electrons, s = constant to the difference in the capacity of wet soil and water or air 
to take part in dipole-dipole and dipole-induced dipole interactions, a = constant to the difference 
in hydrogen-bond basicity of wet soil and water or air, b = constant to the difference in hydrogen 
bond acidity of the wet soil and water or air, and l = constant to measure ease of forming cavity 
for the solute in wet soil. 

The effects of environmental conditions are considered in some models. The influence of 
pH on in-stream removal of triclosan was investigated by Sabaliunas et al. (2003). The pH of the 
stream water increased only from 6.94 to 7.18. Because triclosan is a sorptive and ionizable 
compound, slight changes in pH and suspended solids concentration may cause repartitioning 
between the sorbed and aqueous phase. Equations 3.5.1-24 through 3.5.1-26 are included in this 
model for in-stream removal: 
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T
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 (3.5.1-24) 

pKapH
unionsolionsol CC −

−− = 10  (3.5.1-25) 

unionsolococunionsor MCfKC −− =   (3.5.1-26) 

where: Csol-union (mg/L) = concentration of dissolved unionized triclosan, Csol-ion (mg/L) = 
concentration of dissolved ionized triclosan, Csor-union (mg/L) = concentration of sorbed 
compound, CT (mg/L) = total concentration, Koc (L/kg) = water-organic carbon partition 
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coefficient, foc = fraction of organic carbon in suspended solids, and M (kg/L) = suspended solids 
concentration. 

The effect of salinity on biodegradation of nonylphenol was modeled by Jonkers et al., 
(2005). The relationship between degradation rates and salinity in estuaries was empirically 
derived according to: 
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where: λbd (day-1) = degradation rate, and λop (day-1) = optimum degradation rate. 

This review provides examples of different modeling software, transport equations, and 
process-specific equations and relationships. The models included consider homogenous media 
and linear, equilibrium reactions are typically assumed for sorption. Kinetic sorption has not 
been considered. Biodegradation is modeled using first-order kinetics in all models. 
Geochemistry related reactions, such as oxidation-reduction, are generally not considered. 

Evaluating the five contaminants selected for this study—triclosan, 4-nonylphenol, 1,4-
dichlorobenzene, 17β-estradiol, and diclofenac—will require models to predict fate and transport 
under various soil conditions. Processes to consider for modeling include sorption, abiotic 
degradation (hydrolysis, photolysis), and biodegradation (anaerobic, aerobic).  
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CHAPTER 4.0 
 

SUMMARY AND CONCLUSIONS 
 
 
4.1 Summary 

The literature review described in this report is part of a larger research project to assess 
STU performance with respect to treatment of important wastewater constituents. The overall 
goal of the project is to provide a toolkit and tool-use protocol that is easy to implement and 
available to a wide range of users to assess STU performance. All tools developed will be based 
on rigorous experimental data and quantitative models verified with field data from operating 
systems. In some cases, more sophisticated tools (e.g., complex mathematical models) may be 
warranted depending on the complexity of the problem and the relative risk associated with a 
poorly designed STU.  

Over 200 data points from 84 experiments where pulled from the literature that describe 
N treatment and removal within STU. Only 11 sources describing 30 experiments were found 
that report P concentrations with depth in STUs. The majority of available peer-reviewed studies 
for microbial fate and transport have been conducted at laboratory or pilot scales while field-
scale evaluations are limited. Finally, little research has been published on treatment and removal 
processes for OWCs in STUs; most studies of OWC focus on the occurrence in surface water 
and groundwater of selected compounds from municipal wastewater treatment plants. Data from 
the literature were compiled and analyzed to determine key conditions that affect STU 
performance. The literature review also focused on best practices for using models and other 
tools to predict STU performance. The information gained during this literature review will 
direct the design of field experiments to be conducted at CSM, URI, and UGA as needed to fill 
any data gaps and/or develop the design tools to assess STU performance. 

 

4.2 Conclusions 
4.2.1 Soil Treatment Unit Performance 
        Based on the findings reported in the literature, several conclusions can be drawn related to 
STU performance: 

♦ The factors that lead to denitrification, or removal of nitrates from the soil, are well 
understood and include: the presence of a carbon source, oxygen diffusion, soil moisture, and 
temperature. However, these factors are not generally measured or reported in the literature 
(especially for field experiments). 

♦ Nitrogen in soil pore water was often reported at concentrations higher than the concentration 
in the applied wastewater. Because of the relatively large numbers of C/Co values that are 
greater than 1.0, it is not likely that this is due to analytical error.  

♦ Given the variability of data collected at field sites, simple binary relationships (e.g., C/Co 
versus depth for various soil types) for N attenuation based on literature values are not likely 
to produce statistically justifiable predictions. Preliminary analysis suggests that multivariate 
statistical methods are more likely to produce reliable predictive tools. Thus, multivariate 
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statistical analysis will be conducted between N treatment and all the factors that might 
influence removal (e.g., depth, soil texture, HLR, water content, and other soil conditions).  

♦ In field studies, HLR appears to be more important than soil texture and soil depth with 
respect to N treatment or depth for field soils (based on literature data from 30-60 depth 
interval), likely due to the inherent variability of soil properties at the field scale. In contrast, 
soil type was the most important variable for predicting N removal in laboratory experiments. 

♦ STE-derived P is involved in several chemical processes in the STU, including degradation 
of polyphosphates to orthophosphates, adsorption, and chemical precipitation. Most of the P-
soil interaction data found in the literature appear to be in the form of batch tests. Field 
conditions with high HLRs, nonuniform distribution of STE in the STU, and the lack of a 
biozone within the trenches are poorly studied or reported in the literature.  

♦ Little information exists in the literature to determine the P retention in the STU based on soil 
type, mostly because P attenuation processes are not fully understood and difficult to model.  

♦ The majority of available peer-reviewed studies have been conducted at laboratory or pilot 
scales. Field-scale evaluations of pathogen removal are scant, and they focus on a particular 
type of organism, with little or no consideration of other functions performed by the STU.  

♦ There are clear differences in factors controlling the fate of different types of pathogenic 
organisms found in STE which present a challenge for optimization of removal of these 
organisms in conventional soil-based systems. 

o Soil texture and treatment depth do not appear to be useful for developing statistical tools 
to predict viral fate. The interplay of virus isoelectric point, pH and clay mineralogy 
appears to be an important factor in determining virus removal, as are the level of 
dissolved OM in STE and the presence of unsaturated conditions below the infiltrative 
surface. Lower HLRs should improve virus removal, primarily because soil-water 
contents would be lower.  

o Removal of bacterial pathogens takes place primarily by mechanical filtration, a process 
that is governed by soil texture, treatment depth, and the presence of unsaturated 
conditions below the infiltrative surface. Hydraulic loading rate does not appear to have a 
consistent effect on bacterial removal.  

o Mechanical filtration appears to be the main process for removal of protozoan cysts and 
oocysts from STE.  

♦ Studies in peer-reviewed literature have focused on the occurrence and concentrations of 
selected compounds in streams, lakes, and groundwater impacted by wastewater. Most of the 
existing work focuses on scenarios where the OWC source to the environment was 
wastewater treatment plant effluents. Future research is required for a better understanding of 
fate and transport processes of these compounds as they are integrated into the environment 
with respect to removal in OWTS STUs. 

♦ The most relevant removal processes for OWCs in STUs are sorption, biodegradation, and 
volatilization. Little research has been conducted in these areas. 

♦ Some commonalities are apparent with respect to removal of various constituents in OWTS: 
o The presence of organics in soil water improves N removal because it is necessary for 

denitrification, but degrades treatment of virus in soil. Thus, OWTS operations that 
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remove organic material from effluent before it is applied to the soil may inhibit soil 
denitrification, but enhance virus removal. In addition, while it was not discussed in the 
literature, it is possible that colloidal organic matter can facilitate transport of 
hydrophobic OWCs that may sorb to organic colloids. 

o Low water saturation (and high air saturation) in soils enhances nitrification, removal of 
virus (via enhanced partitioning to the water-air interface) and removal of OWCs that 
degrade aerobically. However, low water saturations will prevent removal of nitrogen via 
denitrification. On the other hand, some OWCs (that are not part of this study) degrade 
anaerobically, so higher water contents would improve removal of these contaminants. 
Oxygen promotes irreversible chemical precipitation of P, the primary removal 
mechanism for this constituent. Thus lower water contents would improve removal of P. 
In general, higher HLR will result in higher water contents.  

o The theoretical and statistical evaluations described in this report generally suggest that 
lower HLR should improve removal of N, virus, and phosphorus.  

♦ In many cases, statistical analysis of literature data suggests that factors such as soil depth or 
soil type are not useful for developing predictive statistical tools for removal of most 
wastewater constituents. However, we know from fundamental theory that these factors are 
important for removal of most wastewater pollutants. Thus, while these factors may not be 
useful for development of statistical tools, they still must be considered when developing 
modeling tools that can be applied across many different sites where data are not available.  

4.2.2 Soil Treatment Unit Modeling Tools 
Based on the findings reported in the literature, several conclusions can be drawn related 

to available modeling tools applicable to OWTS: 

♦ Many N models have been developed for agricultural applications but very few have been 
developed for OWTS and the processes that occur in the STU.  

♦ The critical question in modeling N in OWTS is under what conditions and to what extent 
does denitrification occur. One HYDRUS N model adapted for OWTS was most sensitive to 
the denitrification rate, and literature values for this input parameter vary considerably.  

♦ Several studies indicate that differences in soil texture, structure or drainage class are likely 
to affect denitrification, largely through their effect on soil water and oxygen availability. 

♦ It may be possible to develop simple N models for STUs that will predict the effect of 
different soil types (texture, structure, and drainage class) on N removal by adapting the 
CW2D model to OWTS. CW2D is a HYDRUS-based model of a sand filter that incorporates 
most of the features needed in a comprehensive microbial growth model, including a variable 
rate of denitrification due to changes in DO concentrations. The model DrainMod-N-II also 
appears promising. However the latter model is not well supported, and is one-dimensional, 
and thus cannot simulate many scenarios related to OWTS design.  

♦ Few P fate and transport models have been developed for OWTS and the processes that 
occur in the STU. Watershed-scale models may include estimates of P losses from OWTS to 
surface waterbodies, but they emphasize the overland flow path and use relatively simple 
approaches to model P losses through runoff and leaching.  

♦ Very few models and laboratory experiments associated with P consider both soil sorption 
and precipitation, even though these processes are known to be very important to P transport. 
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Thus, understanding of P fate and transport at the field scale is very limited. Generally, P 
pollution from OWTS is not a concern for most geographic locations.  

♦ As with N modeling, it may be possible to adapt the multi-component transport model 
CW2D for P fate and transport in STUs.  

♦ The review of existing public-domain and commercial models demonstrates that simulation 
of microbial characteristics in OWTS is still largely uncharted territory. Integration of 
microscopic filtration theory into models describing virus transport in column studies in 
screening models to predict leaching is often impractical. The effects of geochemical and soil 
structure heterogeneity on microbial transport, and high microbe concentrations that are 
likely to occur sporadically in STE treatment units, are not well understood at this time. 
However, research is underway to better understand these processes and include them in 
future models. 

♦ Several studies have been conducted to model OWC fate and transport. However, OWCs 
form a broad class of compounds, making it unlikely that a single model or modeling 
approach will be appropriate for all OWCs. Processes to consider for modeling include 
sorption, abiotic degradation (hydrolysis, photolysis), and biodegradation (anaerobic, 
aerobic). 

♦ No single model exists that is appropriate for modeling all wastewater constituents 
considered in this study.  
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A.1 Triclosan Fact Sheet 
 
Molecule Image: 

 
 
Chemical Formula: 
C12H7Cl3O2 
 
Uses:  
Triclosan is found in soaps (0.15-0.30%), deodorants, toothpastes, shaving creams, mouth 
washes, and cleaning supplies and is infused in an increasing number of consumer products, such 
as kitchen utensils, toys, bedding, socks, and trash bags, sometimes as the proprietary Microban 
treatment. 
 
Occurrence: 

Water Source 
Median 

Concentration (µg/L) 
Maximum 

(µg/L) Sources 
Wastewater 1.3 4.4 Conn, 2006 
Septic Tank 

Effluent .83 res 4.2 nonres 9.3 res 82 nonres Conn, 2006 
River water 0.14 2.3 Kolpin, 2001 
Lake water 0.01 0.012 Lindstroem, 2002 

 
Chemical Properties: 

Parameter 
Value 
Range Sources 

log Koc 4.265 - 4.7 Ying, 2007 
Solubility (mg/L) 5.0 - 10.0 Sietz, 2005 
Kh (atm-m3/mole) 1.52E-07 Thompson, 2005 

log Kow 4.7 - 4.8 Sietz, 2005; Ying, 2007 
Log Kd* 4.3 Samsoe-Petersen, 2003 
pKa 20°C 8.14 Samsoe-Petersen, 2003 

Vapor Pressure (Pa) 25°C 7.00E-04 Samsoe-Petersen, 2003 
*for activated sludge with organic carbon content around 40% 
 
Behavioral Expectations: 
Sorption 
Sorption to the fraction of organic carbon in the soil can be expected. (Moderate) 
 
Biodegradation 
Laboratory studies have shown triclosan to be highly biodegradable, with mineralization half-
lives ranging from 15 to 35 days (Ciba, 2001). However, McAvoy et al. (2002) demonstrated 
that triclosan is only biodegradable under aerobic conditions—no biodegradation occurred under 
anaerobic conditions. Ying et al. (2007) contains more ½ life data. 
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Abiotic degradation 
--Photolysis-- 
Applied to waters with pHs above 8. Otherwise photolysis is negligible (Thompson et al., 2005). 
 
Ecotoxicity: 
Algae appear to be the most sensitive aquatic organism to triclosan. EC

50 
values for inhibition of 

growth rate have been found in the range 1.4 – 19 μg/l. The lowest reported NOEC is 0.69 μg/l 
(Orvos et al., 2002).  
 

Organism  L(E)C50 Data-source 
Fish Trout (96 h) 0.260 mg/l Ciba 

Crustacea C. dubia (48 h) 0.130 mg/l Ciba 
 Daphnia magna (48 h) 0.390 mg/l Ciba 

Algae Scenedesmus sub. (72 h) 0.0007 mg/l Ciba 
 Scenedesmus sub. (72h, 96 h) 0.0014 mg/l Ciba 
 Anabena flos-acuae 0.000966 

mg/l 
U.S. EPA 

 Selenastrum capricornutum 0.00446 
mg/l 

U.S. EPA 

 
Degradation Daughter Products: 
Methyl-Triclosan 
Dioxin (Glaser, 2004) 
 
Sources: 
Ciba Specialty Chemicals (2001). General Information on Chemical, Physical, and 
Microbiological Properties fo Irgasan DP 300, Irgacare MP, and Irgacide LP10. Brochure 2520. 
Publication AgB2520e.02.2001

Conn, K.E., L.B. Barber, et al. (2006). "Occurrence and Fate of Organic Contaminants during 
Onsite Wastewater Treatment." Environmental Science and Technology 40(23): 7358-7366. a41.  

. Ciba Speciality Chemicals: Basel, Switzerland. 

DeJong, K.E., R.L. Siegrist, et al. (2004). Occurrence of emerging organic chemicals in 
wastewater effluents from onsite systems

Glaser, A. (2004). "The Ubiquitous Triclosan: A common antibacterial agent exposed." 

. National Symposium on individual and small 
community sewage systems Sacramento, California USA, ASAE Publication Number 701P0104. 

Beyond 
Pesticides Fact Sheet

Kolpin, D.W., E.T. Furlong, et al. (2001). "Pharmaceuticals, Hormones, and Other Organic 
Wastewater Contaminants in U.S. Streams, 1999-2000: A National Reconnaissance." 

 
http://www.beyondpesticides.org/pesticides/factsheets/Triclosan%20cited.pdf. 

Environmental Science and Technology

Lindstroem, A., I.J. Buerge, et al. (2002). "Occurrence and Environmental Behavior of the 
Bactericide Triclosan and Its Methyl Derivative in Surface Waters and in Wastewater." 

 36(6): 1201-1211. a7 

Environmental Science and Technology 36(11): 2322-2329. d5. 3004 
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McAvoy, D.C., A.J. DeCarvalho, et al. (2002). "Investigation of an onsite wastewater treatment 
system in sandy soil: modeling the fate of surfactants." Environmental Toxicology and 
Chemistry

Orvos, D.R., D.J. Versteeg, et al. (2002). "Aquatic Toxicity of Triclosan." 

 21(12): 2623-2630. 

Environmental 
Toxicology and Chemistry

Samsøe-Petersen, L., M. Winther-Nielsen, et al. (2003). Fate and effects of triclosan. 

 21(7): 1338-1349.  

Environmental Project No. 861

Seitz Jr, E.P., A.L. Waggoner, et al. (2005). Compositions having enhanced deposition of a 
topically active compound on a surface, Google Patents. 

. D. W. a. Environment, Danish Environmental Protection 
Agency. 

Thompson, A., P. Griffin, et al. (2005). "The Fate and Removal of Triclosan during Wastewater 
Treatment." Water Environment Research

Ying, G.G. and R.S. Kookana (2007). "Triclosan in wastewaters and biosolids from Australian 
wastewater treatment plants." 

 77(1): 63-67. d8. 3007 

Environmental International

 

 33(2): 199-205. d4. 3003 
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A.2 4-Nonylphenol Fact Sheet (4-NP) 
 
Molecule Image: 

 
 
Chemical Formula: 
C9H19(C6H4)OH 
 
Uses: 
Nonionic surfactant (daughter product of nonylphenol polyethoxylates) widely used as industrial 
detergents, emulsifiers, wetting agents, and dispersing agents 
 
Occurrence: 

Water Source 
Median Concentration 

(µg/L) 
Maximum 

(µg/L) Sources 
Wastewater >18 >38 Conn, 2006 
Septic Tank 

Effluent 4.4 res 19 non res 
58 res 340 

nonres Conn, 2006 
River water 0.8 40 Kolpin, 2002 
Lake water  --   --   -- 

 
Chemical Properties: 

Parameter Value Range Sources 
log Koc 4 - 5.9 Ahel, 1993; McLeese, 1981; Duering, 2002 

Solubility (mg/L)* 4.6 - 11.9 Ahel, 1993 
Kh (atm-m3/mole) 2.45E-09 Hellmann, 1987 

log Kow 4.2 - 4.48 Ahel, 1993, McLeese, 1981 
Kd 80-120 Duering, 2002 

pKa 20°C 10.7 McLeese, 1981 
Vapor Pressure (atm) 25°C 1.00E-06 Ahel, 1993 

*properties, especially solubility, are strongly pH dependent for 4-NP (solubility decreases with 
pH; lower end of range = pH of 5, upper end = pH of 9) 
 
Behavioral Expectations: 
Sorption 
Sorption to the organic carbon fraction of the soil is expected. Removal in activated sludge is 
highly effective (Ahel, 1993; Ahel, 1994). 
 
Biodegradation 
Primarily aerobic though anaerobic biodegradation does occur at a much slower rate. At 16 deg 
C, 1.0 ppm nonylphenol is stream and pond water samples degrade with a half-life of 2.5 days if 
the reaction flasks were open and 16 days if they were closed (Sundaram, 1981). 
 
Abiotic degradation 
--Photolysis-- 
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Important in lake water. In the summer at noon with clear skies the half-life measured due to 
photolysis is 10-15hrs (Ahel, 1994). 
 
Ecotoxicity: 
4-NP is a known endocrine disrupting compounds and is considered toxic to aquatic life. 
Regulation have been set by the U.S. EPA and are listed below. 
The bioconcentration factor is not measured nearly as high as expected (Hellmann, 1987). 
Measured BCFs remained on the order of 100. Predicted ones exceed 10,000. 
 
EPA Regulations: 
--Freshwater Aquatic Life-- 
Freshwater aquatic life and their uses should not be affected if the one-hour average 
concentration of nonylphenol does not exceed 28 ug/L more than once every three years on the 
average (acute criterion) and if the four-day average concentration of nonylphenol does not 
exceed 6.6 ug/l more than once every three years on the average (chronic criterion). 
--Saltwater Aquatic Life-- 
Saltwater aquatic life and their uses should not be affected if the one-hour average concentration 
of nonylphenol does not exceed 7.0 ug/L more than once every three years on the average (acute 
criterion) and if the four-day average concentration of nonylphenol does not exceed 1.7 ug/L 
more than once every three years on the average (chronic criterion). 
 
Degradation Daughter Products: 
--nonylphenol polyethoxylates: (4-nonylphenol is the daughter product) 
4-nonylphenolmonoethoxylate, 4-nonylphnoldiethoxylate, 4-nonylphenoltriethoxylate, 
4nonylphenoltetraethoxylate, nonylphenolmonoethoxycarboxylate, 
nonylphenoldiethoxycarboxylate, nonylphenoltriethoxycarboxylate, 
nonylphneoltretraethoxycarboxylate 
--4-nonylphenol derivatives: 
4-tert-octylphenol, 4-tert-octylphenolmonoethoxylate, 4-tert-octylphenoldiethoxylate, 4-tert-
octylphenoltriethoxyalte, 4-tert-octylphenoltriethoxylate 
 
Sources: 
Ahel, M. and W. Giger (1993). "Aqueous solubility of alkylphenols and alkylphenol 
polyethoxylates." Chemosphere

Ahel, M., W. Giger, et al. (1994). "Behaviour of alkylphenol polyethoxylate surfactants in the 
aquatic environment- I. Occurrence and transformation in sewage treatment." 

 26(8): 1461-1470.  

Water Research

Buser, H.R., T. Poiger, et al. (1998). "Occurrence and fate of the pharmaceutical drug diclofenac 
in surface waters: Rapid photodegradation in a lake." 

 
28(5): 1131-1142.  

Environmental Science and Technology

Conn, K.E., L.B. Barber, et al. (2006). "Occurrence and Fate of Organic Contaminants during 
Onsite Wastewater Treatment." Environmental Science and Technology 40(23): 7358-7366. a41. 

 
32(22): 3449-3456. g2. 3027 

Duering, R. (2002). "Sorption Behavior of Nonylphenol in Terrestrial Soils." Environmental 
Science and Technology 36(19): 4052-4057.  
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Hellmann H; Z. Fresenuis. Anal Chem 328: 475-9. 1987: 
http://www.nies.go.jp/edc/edcdb/HomePage_e/medb/chem/chempdf/chem69.pdf 

Kolpin, D.W., E.T. Furlong, et al. (2001). "Pharmaceuticals, Hormones, and Other Organic 
Wastewater Contaminants in U.S. Streams, 1999-2000: A National Reconnaissance." 
Environmental Science and Technology

McLeese, D.W., V. Zitko, et al. (1981). "Lethality and Accumulation of Alkylphenols in Aquatic 
Fauna." 

 36(6): 1201-1211. a7.  

Chemosphere

Sundaram, K.M. and S. Szeto (1981). "The dissipation of nonylphenol in stream and pond water 
under simulated field conditions." 

 10(7): 723-730.  

Environmental Science and Health 16(6): 767-76.  
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A.3 1,4 - Dichlorobenzene Fact Sheet 

 
Molecule Image: 

 
 
Chemical Formula: 
C6H4Cl2 
 
Uses: 
Disinfectant, deodorant, and pesticide (bug repellent) 
 
Occurrence: 

Water Source 
Median Concentration 

(µg/L) 
Maximum 

(µg/L) Sources 
Wastewater <0.63 0.63 Conn, 2006 
Septic Tank 

Effluent 1.2 res 7.0 nonres 2.1 res 59 nonres Conn, 2006 
River water 0.09 4.3 Kolpin, 2001 
Lake water  --   --    

 
Chemical Properties: 

Parameter Value Range Sources 
log Koc 2.44 Chiou, 1983 

Solubility (mg/L) 80 Yalkowsha, 2003 
Kh (atm-m3/mole) 2.41E-03 Bahadur, 1997 

log Kow 3.44 Hansch, 1995 
Kd -- -- 

pKa 20°C -- -- 
Vapor Pressure (mm hg) 25°C -- -- 

 
Behavioral Expectations: 
Sorption 
Sorption significantly retards 1,4-dichlorobenzene. A retardation factor of 3.4 was 
calculated/measure during transport through a sandy soil (Wilson et al., 1981). Based on 
experimental adsorption data, 1,4-dichlorobenzene can be moderately to tightly adsorbed in soil 
(Pelish et al., 2003). 
 
Biodegradation 
Aerobic biodegradation in water may be possible; however, anaerobic biodegradation is not 
expected to occur. It is possible that 1,4-dichlorobenzene will be slowly biodegraded in soil 
under aerobic conditions (Pelish et al., 2003). 
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Volatilization 
Volatilization from soil surfaces may be an important transport mechanism; however, 
volatilization may be attenuated by tight adsorption. Volatilization was also found to be 
predominant elimination mechanism of 1,4-dichlorobenzene from Lake Zurich in Switzerland 
based on one-year monitoring studies and laboratory studies (Pelish et al., 2003). 
 
Abiotic degradation 
--Photolysis— 
Chemical transformation processes such as hydrolysis, oxidation or direct photolysis (on soil 
surfaces) are not expected to occur (Pelish et al., 2003). 
 
Ecotoxicity: 
Possible carcinogen, neurotoxin, endocrine disruptor 
 
Degradation Daughter Products: 
Not persistent 
 
Sources: 
Bahadur, N.P., W.Y. Shiu, et al. (1997). "Temperature dependence of octanol-water partition 
coefficient for selected chlorobenzenes." Chemical Engineering Data

Chiou et al., 1983 http://www.atsdr.cdc.gov/toxprofiles/tp10-c4.pdf 

 42(4): 685–688.  

Conn, K.E., L.B. Barber, et al. (2006). "Occurrence and Fate of Organic Contaminants during 
Onsite Wastewater Treatment." Environmental Science and Technology 40(23): 7358-7366. a41.  

Hansch et al., 1995 http://www.atsdr.cdc.gov/toxprofiles/tp10-c4.pdf 

Kolpin, D.W., E.T. Furlong, et al. (2001). "Pharmaceuticals, Hormones, and Other Organic 
Wastewater Contaminants in U.S. Streams, 1999-2000: A National Reconnaissance." 
Environmental Science and Technology

Pelish, J., D. Slusher, et al. (2003). Spectrum Laboratories Chemical Fact Sheet: Compound 
106467 http://www.speclab.com/index.shtml. Ft. Lauderdale, FL & Savannah, GA. 

 36(6): 1201-1211. a7.  

Wilson, J.T., C.G. Enfield, et al. (1981). "Transport and fate of selected organic pollutants in a 
sandy soil." Journal of Environmental Quality

Yalkowsky, S.H. and Y. He (2003). 

 10(4). f2. 3038  

Handbook of Aqueous Solubility Data, CRC Press.  



 

State of the Science: Review of Quantitative Tools to Determine Wastewater Soil Treatment Unit Performance 
 

A-11 

A.4 17β- Estradiol Fact Sheet 

 
Molecule Image: 

 
 
Chemical Formula: 
C18H24O2 
 
Uses: 
Used for hormone replacement therapy, blocking hormones to treat hypoestrogenism, and for 
hormonal contraception. 
 
Occurrence: 

Water Source 
Median Concentration 

(µg/L) 
Maximum 

(µg/L) Sources 
Wastewater 0.03 0.062 Leitz, 2006 
Septic Tank 

Effluent 0.0098 0.045 Swartz, 2006 
River water 0.00016 0.0002 Kolpin, 2001 
Lake water  --   --    

  
Chemical Properties: 

Parameter Value Range Sources 
log Koc 3.14 - 4.09 Das, 2004; Yu, 2004 

Solubility (mg/L) 3.1 - 13 Yu, 2004; Lee, 2003; Mansell, 2004 
Kh (atm-m3/mole) 2.64E-11 25 

log Kow 3.94 - 4.1 Yu, 2004; Lee, 2003; Mansell, 2004 
Kd 3.56 - 83.2 Das, 2004 

pKa 20°C 10.23 Yu, 2004 
Vapor Pressure (mm hg) 25°C -- -- 

 
Behavioral Expectations: 
Sorption 
“Adsorption is the primary mechanism for removal… attenuation increased in the presence of 
bioactivity, however the organic carbon composition of the wastewater had no significant effect” 
(Mansell and Drewes, 2004) 
 
Biodegradation 
Not significant 
 
Volatilization 
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Not significant 
 
Abiotic degradation 
--Photolysis— 
 
Ecotoxicity: 
Endocrine disrupting compound 
 
Degradation Daughter Products: 
Estrone 
 
Sources: 
Das, B.S., L.S. Lee, et al. (2004). "Sorption and Degradation of Steroid Hormones in Soils 
during Transport: Column Studies and Model Evaluation." Environmental Science and 
Technology

Kolpin, D.W., E.T. Furlong, et al. (2001). "Pharmaceuticals, Hormones, and Other Organic 
Wastewater Contaminants in U.S. Streams, 1999-2000: A National Reconnaissance." 

 38(5): 1460-1470. c3. 3032 

Environmental Science and Technology

Lee, L.S., T.J. Strock, et al. (2003). "Sorption and Dissipation of Testosterone, Estrogens, and 
Their Primary Transformation Products in Soils and Sediment." 

 36(6): 1201-1211. a7.  

Environmental Science and 
Technology

Lietz, A.C. and M.T. Meyer (2006). "Evaluation of Emerging Contaminants of Concern at the 
South District Wastewater Treatment Plant Based on Seasonal Sampling Events, Miami-Dade 
County, Florida, 2004." 

 37(18): 4098-4105. c4. 3033 

USGS Scientific Investigations Report

Mansell, J. and J.E. Drewes (2004). "Fate of Steroidal Hormones During Soil-Aquifer 
Treatment." 

 2006–5240. 

Ground Water Monitoring and Remediation

Swartz, C.H., S. Reddy, et al. (2006). "Steroid Estrogens, Nonylphenol, Ethoxylate Metabolites, 
and Other Wastewater Contaminants in Groundwater Affected by a Residential Septic System on 
Cape Cod, MA." 

 24(2). c6. 3035 

Environmental Science and Technology

Yu, Z., B. Xiao, et al. (2004). "Sorption of Steroid Estrogens to Soils and Sediments." 

 40(16): 4892-4900. c2. 3031 

Environmental Toxicology and Chemistry 23(3): 531-539. c5. 3030 
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A.5 Diclofenac Fact Sheet 
 
Molecule Image: 

 
 
Chemical Formula: 
C14H11Cl2NO2

  
 
Uses: 
Non-steroidal anti-inflammatory drug (NSAID) taken to reduce inflammation and an analgesic 
reducing pain in conditions such as in arthritis or acute injury. It can also be used to reduce 
menstrual pain, dysmenorrhea. 
 
Occurrence: 

Water Source 
Median Concentration 

(µg/L) 
Maximum 

(µg/L) Sources 
Wastewater 0.72 6.2 Buser, 1998; Scheytt, 2004 
Septic Tank 

Effluent 0.93 2.3 Buser, 1998; Scheytt, 2004 
River water <0.002 0.96 Scheytt, 2004 
Lake water  --   --    

 
Chemical Properties: 

Parameter Value Range Sources 
log Koc 2.43 - 3.87 Beausse, 2004 

Solubility (mg/L) 2.4 Scheytt, 2004 
Kh (atm-m3/mole) 4.73E-12 Tixier, 2003 

log Kow 4.51 Scheytt, 2004 
Kd 0.8 - 5.9 Beausse, 2004 

pKa 20°C 3.99 - 4.16 Scheytt, 2004; Escher, 2006 
Vapor Pressure (mm hg) 25°C 6.14E-08 Beausse, 2004 

 
Behavioral Expectations: 
Sorption 
Potential for sorption is moderate based on Koc and Kd values. No soil transport studies have 
been conducted. 
 
Biodegradation 
In a biofilm reactor, very little biodegradation of diclofenac was observed with 95% of the initial 
concentration persisting through the unit. (Zwiener and Frimmel, 2003) 
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Volatilization 
Due to extremely low Henry’s law constant, volatization not expected to be a significant removal 
mechanism. 
 
Abiotic degradation 
--Photolysis— 
Dominant removal mechanism 
 
Ecotoxicity: 
Causes renal failure in some organisms, most notably birds (vultures). 
 
Degradation Daughter Products: 
See Perez-Estrada et al., 2005 
 
Sources: 
Beausse, J. (2004). "Selected drugs in solid matrices: a review of environmental determination, 
occurrence and properties of principal substances." Trends in Analytical Chemistry

Buser, H.R., T. Poiger, et al. (1998). "Occurrence and fate of the pharmaceutical drug diclofenac 
in surface waters: Rapid photodegradation in a lake." 

 23(10-11): 
753-761. a29 

Environmental Science and Technology

Escher, B.I., W. Pronk, et al. (2006). "Monitoring the removal efficiency of pharmaceuticals and 
hormones in different treatment processes of source-separated urine with bioassays." 

 
32(22): 3449-3456. g2. 3027 

Environmental Science and Technology

Pérez Estrada, L.A., S. Malato, et al. (2005). "Photo Fenton degradation of diclofenac: 
Identification of main intermediates and degradation pathway." 

 40(16): 5095-5101. a19. 

Environmental Science and 
Technology

Scheytt, T.J., P. Mersmann, et al. (2004). "Transport of Pharmaceutically Active Compounds in 
Saturated Laboratory Columns." 

 39(21): 8300-8306. g4. 3025 

Ground Water

Scheytt, T.J., P. Mersmann, et al. (2006). "Mobility of pharmaceuticals carbamazepine, 
diclofenac, ibuprofen, and propyphenazone in miscible-displacement experiments." 

 42(5): 767-773. a38.  

Journal of 
Contaminant Hydrology

Tixier, C., H.P. Singer, et al. (2003). "Occurrence and Fate of Carbamazepine, Clofibric Acid, 
Diclofenac, Ibuprofen, Ketoprofen, and Naproxen in Surface Waters." 

 83(1-2): 53-69. a18.  

Environmental Science 
and Technology

Zwiener, C. and F.H. Frimmel (2003). "Short-term tests with a pilot sewage plant and biofilm 
reactors for the biological degradation of the pharmaceutical compounds clofibric acid, 
ibuprofen, and diclofenac." 

 37(6): 1061-1068. G1. 3028 

Science of the Total Environment

 

 309(1-3): 201-211.  
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